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Preface

The Symposium on Logical Foundations of Computer Science series provides a
forum for the fast-growing body of work in the logical foundations of computer
science, e.g., those areas of fundamental theoretical logic related to computer
science. The LFCS series began with “Logic at Botik,” Pereslavl-Zalessky, 1989,
which was co-organized by Albert R. Meyer (MIT) and Michael Taitslin (Tver).
After that, organization passed to Anil Nerode.

Currently LFCS is governed by a Steering Committee consisting of Anil
Nerode (General Chair), Stephen Cook, Dirk van Dalen, Yuri Matiyasevich,
John McCarthy, J. Alan Robinson, Gerald Sacks, and Dana Scott.

The 2009 Symposium on Logical Foundations of Computer Science (LFCS
2009) took place in Howard Johnson Plaza Resort, Deerfield Beach, Florida,
USA, during January 3—-6. This volume contains the extended abstracts of talks
selected by the Program Committee for presentation at LECS 2009.

The scope of the symposium is broad and contains constructive mathematics
and type theory; automata and automatic structures; computability and ran-
domness; logical foundations of programming; logical aspects of computational
complexity; logic programming and constraints; automated deduction and inter-
active theorem proving; logical methods in protocol and program verification;
logical methods in program specification and extraction; domain theory log-
ics; logical foundations of database theory; equational logic and term rewriting;
lambda and combinatory calculi; categorical logic and topological semantics; lin-
ear logic; epistemic and temporal logics; intelligent and multiple agent system
logics; logics of proof and justification; nonmonotonic reasoning; logic in game
theory and social software; logic of hybrid systems; distributed system logics;
mathematical fuzzy logic; system design logics; other logics in computer science.

We thank the authors and reviewers for their contributions. We acknowledge
the support of Cornell University, the Graduate Center of the City University
of New York, and Florida Atlantic University.

We are grateful to Evan Goris for preparing this volume for Springer.

October 2008 Anil Nerode
Sergei Artemov
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Applications of Finite Duality
to Locally Finite Varieties of BL-Algebras

Stefano Aguzzolil, Simone Bova?, and Vincenzo Marra®

! Universita degli Studi di Milano, Dipartimento di Scienze dell’Informazione
via Comelico 39/41, 1-20135 Milano, Italy
aguzzoli@dsi.unimi.it
2 Universita degli Studi di Siena, Dipartimento di Matematica e Informatica
Pian dei Mantellini 44, I-53100 Siena, Italy
bova@unisi.it
3 Universita degli Studi di Milano, Dipartimento di Informatica e Comunicazione
via Comelico 39/41, 1-20135 Milano, Italy
marra@dico.unimi.it

Abstract. We are concerned with the subvariety of commutative, boun-
ded, and integral residuated lattices, satisfying divisibility and prelinear-
ity, namely, BL-algebras. We give an explicit combinatorial description
of the category that is dual to finite BL-algebras. Building on this, we
obtain detailed structural information on the locally finite subvarieties of
BL-algebras that are analogous to Grigolia’s subvarieties of finite-valued
MV-algebras. As an illustration of the power of the finite duality pre-
sented here, we give an exact recursive formula for the cardinality of free
finitely generated algebras in such varieties.

Keywords: BL-algebras, prime filters, dualities, free BL-algebras, sub-
varieties of BL-algebras, locally finite varieties.

1 Introduction

Héjek’s Basic Logic BL [§] is the logic of all continuous triangular norms and their
residua [4]. It is a fundamental object of study in the area of mathematical fuzzy
logic, whose aim is to develop formal systems to make inferences in the presence
of vagueness or uncertainty. The Lindenbaum-Tarski algebraic semantics of BL
is given by the variety of BL-algebras, that is, commutative, bounded, integral
residuated lattices satisfying divisibility and prelinearity.

To use such a tool as BL in practice, one needs to be able to manipulate
BL-algebras effectively. In this direction, combinatorial representations of BL-
algebras are of the foremost importance. In this paper we show that combi-
natorial representations are available for finite BL-algebras and locally finiteY]
subvarieties of BL-algebras. Towards this aim, we shall introduce a full-fledged
spectral duality for finite BL-algebras.

1 A variety of algebras is locally finite if each finitely generated member of the variety
is finite; equivalently, if finitely generated free algebras are finite.

S. Artemov and A. Nerode (Eds.): LFCS 2009, LNCS 5407, pp. 1 2009.
© Springer-Verlag Berlin Heidelberg 2009



2 S. Aguzzoli, S. Bova, and V. Marra

It turns out that dual objects are finite weighted forests, that is, forests labeled
with natural numbers. We define morphisms of weighted forests so as to provide
a natural categorical equivalence with the opposite of the category of finite BL-
algebras and their homomorphisms. Thus, any finite BL-algebra arises as the
algebra of parts of a weighted forest, in an appropriate sense.

The combinatorial structure of forests allows us to effectively compute prod-
ucts and coproducts in the dual category, and then the duality affords a transla-
tion back to finite BL-algebras. This provides us with a powerful tool to extract
structural information from finite BL-algebras. As an example of this machinery,
we study the BL-algebraic analogous of Grigolia’s subvarieties of finite-valued
MV-algebras, obtaining the exact structure of their dual weighted forests, to-
gether with an exact recursive formula for the cardinality of free finitely gener-
ated algebras in such varieties.

2 Preliminaries

We write N = {1,2,...}, \ for set-theoretic difference, a|b if a,b € N and «a
divides b, and |A| for the cardinality of the set A.

A basic hoop is an algebra (A,®,—,A,V,T) of type (2,2,2,2,0) such that
(4,0, T) is a commutative monoid, (4, A, V) is a lattice, and the following prop-
erties hold:

(residuation) rOy<zifandonlyifz <y — =z,
(integrality) zNT =z,
(divisibility) TNy =yO(y— ),
(prelinearity) (—=y)Vy—a)=T;

equivalently, a basic hoop is a commutative, integral, divisible residuated lattice
satisfying prelinearity. Note that basic hoops form a variety since residuation
can be formulated by identities; see [8, 2.3.10]. A Wagsberg hoop is a basic hoop
satisfying =—x = z. (Throughout, we use —z as an abbreviation for x — L.)

A BL-algebra is an algebra (A,®,—,A,V, L, T) of type (2,2,2,2,0,0) such
that (A,®,—,A,V, T) is a bounded basic hoop, that is,

cANL=_1

holds. In each BL-algebra, the operations A, V, and T are definable from the
other operations, as follows: t Ay =z® (z — y), zVy = ((z = y) = y) A ((y —
z) — x),and T = L — L; see [8, 2.1.10]. In the sequel, we shall therefore
feel free to use the shorter signature (A, ®, —, L) instead of the complete one,
whenever convenient.

A BL-algebra is called: a BL-chain, if the reduct (A,A,V, L1, T) is totally
ordered; a Gddel algebra, if it satisfies © ® © = x (elements of a BL-algebra
satisfying © © « = x are said to be idempotent); and an MV-algebra [3] if it
satisfies -—x = x.

We shall make use of the ordinal sum construction. Let {(A;, ®;, —, T4) bier,
for I a linearly ordered set with minimum 0, be a family of totally ordered
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Wajsberg hoops such that A; N A; = {T,} = {T,} for all 4,5 € I, with
Ap bounded. Then the ordinal sum of the family {A;};cr is the BL-algebra
(Uier Ai, ©,—, Lo), where:

x ifredjye Aji<j
TOy=cr0;y ifx,yei;

Y ifxeAj,ye A, j<i

To ifreAjye Aji<j
T—y=qx—;y ifzyeA

Y ifxeAj,ye A, j<i

3 Spectral Duality for Finite BL-Algebras

Fix a finite BL-algebra A. Recall that a filter of A is a nonempty upper set?
F C A that is closed under @. Further, a filter F' of A is prime if x — y € F or
y — x € F for each x,y € F. We write Spec A for the (prime) spectrum of A, the
set of prime filters of A partially ordered by reverse inclusion. Congruences 6 of
A are in bijection with filters F of A via F = {z € A | (z,T) € 6}. Prime filters
precisely correspond to those congruences 6 on A such that A/ is a BL-chain.
See [8, 2.3.14] for details.

For any finite BL-chain C' we define the top part of C' to be
T(C)={x € C|x>c, cthe largest idempotent below T} .

The weighted spectrum of A is the function wSpec A: Spec A — N such that
p—|T(A/p)l,

for every prime filter p € Spec A.

Throughout, poset means finite partially ordered set (with the partial order
relation usually denoted by <). A forest is a poset such that the collection of
lower bounds of any given element is totally ordered. A weighted forest is a
function w: F' — N, where F' is a forest. Consider two weighted forests w: F' —
N, w': F’ — N. By a morphism g: w — w’ we mean an order-preserving map
g: F — F’ that is

(M1) open (or is a p-morphism), i.e. whenever 2’ < g(z) for 2’ € F’ and
x € F, then there is y < z in F such that g(y) = z’, and

(M2) respects weights, meaning that for each x € F, there exists y < x in
F such that g(y) = g(z) and w'(g(y)) divides w(y).

2 A lower set of a poset P is a subset D such that z € D and y < z € P imply y € D.
The smallest lower set containing a subset S C P is denoted | S. Upper sets and
the notation T S are defined analogously.
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Contemplation of these definitions shows that weighted forests and their mor-
phisms form a category. Let us write WF for the latter category, and FBL for the
category of finite BL-algebras and their homomorphisms.

It is possible to prove that wSpec A is a weighted forest for any finite BL-
algebra A. In fact, wSpec can be turned into a contravariant functor from FBL
to WF, as follows. Given a homomorphism h: A — B of finite BL-algebras, one
proves that there is a function

Spec h: Spec B — Spec A (1)

defined by
p € Spec B — h™!(p) € Spec A . (2)

Moreover, one checks that Spech is an open order-preserving map from the
forest Spec B to the forest Spec A, and that it respects the weights of wSpec B
and wSpec A. Hence, Spec h defines a morphism

wSpec h: wSpec B — wSpec A

of weighted forests. Direct inspection now shows that wSpec sends identity maps
to identity maps, and preserves composition. To sum up, wSpec is a contravari-
ant functor from FBL to WF.

Conversely, we next construct a contravariant functor from weighted forests
to finite BL-algebras. If F' is a forest, a subforest of I’ is any lower set of F'.
If w: FF — N is a weighted forest, a weighted subforest of w is defined as any
w': F' — N with F’ a subforest of F' such that w'(z) < w(z) for all z € max F”,
and w'(z) = w(z) otherwise. We write Sub w for the set of all weighted subforests
of w.

It turns out that Subw carries a natural structure of BL-algebra, as follows.
To begin with, writing #: # — N for the unique empty weighted forest, we set
L =0, and T = w. To define ®, consider subforests u: U — N and v: V — N
of w. Define a function a: UNV — NU{0} by

max(0,u(z) + v(z) —w(x)) if z € maxU NmaxV

a(z) = u(x) if x € maxU and = ¢ maxV'
) u(=) if x ¢ maxU and z € maxV'
w(z) otherwise,

foreachz e UNV.Let E={x € UNV |a(z) > 0}, and define u ®v: E — N
by the restriction u ®v =a [ E.
Turning to implication, we define u — v. First, we set

A=F\T(U\V),
B={z |z e€maxUNmaxV and u(z) > v(x)} .
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Then we set E = (A\ 1 B)U B. We define (u — v): E — N by

v(x) +w(z) —u(z) ifxreB

(u— v)(z) = v(z) ifee(UNV)\ (maxU NmaxV)
w(z) — u(z) ifx €minU\V
w(z) otherwise,

for each x € F.
Lattice operations uVv: UUV — Nand uAv: UNV — N turn out to be as
follows:
max(u(x),v(z)) frxeUandzeV

(uVo)(z) =< u(x) ifreUandaz ¢V
v(x) ifr¢Uandzx eV
for each x €e U UV, and

min(u(x),v(z)) if z € maxU NmaxV

u(x) if x € maxU and z ¢ maxV
(uAv)(z) = :

v(x) if x ¢ maxU and z € maxV

w(zx) otherwise,

for each x € U NV, respectively.

It can now be proved that for any weighted forest w: F' — N, the algebraic
structure
(Subw,®,—,A,V, L1, T)

is a (finite) BL-algebra. To turn Sub into a contravariant functor from WF to
FBL, we take inverse images again. Namely, if g: w — w’ is a morphism between
the weighted forests w: FF — N and w’: F' — N, we define Subg: Sub F’' —
Sub F' by

UecSubF g Y (U)€SubF .

One can prove that Sub g so defined is a homomorphism of BL-algebras. To sum
up, Sub is a contravariant functor from WF to FBL.

Finally, one can prove that wSpec and Sub yield a duality. Here we omit the
proof for space constraints.

Theorem 1 (Finite Duality). The category of finite BL-algebras and their
homomorphisms is dually equivalent to the category of weighted forests and their
morphisms. That is, the composite functors wSpec o Sub and Sub o wSpec are
naturally isomorphic to the identity functors on WF and FBL, respectively.

In particular, by [I0, Thm. IV.4.1] the functor wSpec is essentially surjective,
and this yields the following representation theorem for finite BL-algebras.

Corollary 1. Any finite BL-algebra is isomorphic to (Subw,®, —,A,V, L, T),
for a weighted forest w: F' — N that is unique to within an isomorphism of
weighted forests.
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While the previous corollary has already been proved in [0, §5] and, as a special
case of a more general construction, in [9, §6], the finite duality theorem is a
novelty. In the rest of the paper, we illustrate the potential of this duality for
the investigation, and possibly the classification, of locally finite subvarieties of
BL-algebras.

4 Grigolia’s Subvarieties of BL-Algebras

In the variety of BL-algebras, we adopt the abbreviation = & y for the binary
term operation

(z = (oY) =y Vy— (o) —2).

In each MV-algebra, one has ((z — (z©y)) = y)V(y — (yOx)) — ) =
—(—x ® —y), that is, ® coincides with the Lukasiewicz sum. Thus, our usage of
@ is consistent with standard MV-algebraic notation. Further, it is an exercise
to check that, in every BL-algebra, the operation @ is commutative, associative,
and satisfies t @ T = T; cf. [2, Definition 2.2]. Thus, we can consistently shorten
r@r®-- @ to hx, and similarly @2 ® - - ® z to 2", where in both cases z
occurs h many times, for A > 0 an integer. Finally, we set z° = T and Oz = L.

In [7, pag. 81-82], Grigolia axiomatized the variety MV}, generated by the
k-element MV-chain Ly, for each integer k > 2, extending the axioms for MV-
algebras by the following axiom schemata

(G1) zF = 2F 1,
(Gh) k(z") = (h(zh=1))*, for every integer 2 < h < k — 2 that does not
divide k — 1.

For a given k > 2, we define BLj to be the variety of BL-algebras satisfying
(G1-Gh), for all integers h such that 2 < h < k — 2, and such that h is not a
divisor of k — 1.

Note that BLj contains the variety of Godel algebras. Indeed, one checks that
each Godel algebra satisfies 2" = 2% and hx = kx for every h,k > 0, so that
axioms (G1) and (Gh) boil down to = = z.

For k,l € N, we write B,lc to denote the ordinal sum of [ copies of Ly.

Lemma 1. Fiz k > 2.

(1) The variety BLy, is generated by {B. | | € N}.
(2) The variety BLy, is locally finite.
(3) For a finite BL-algebra A, the following are equivalent.
(i) A € BLy.
(ii) wSpec A has range included in the set of divisors of k — 1.

3 Here, Grigolia’s axioms are presented in the version adopted in [3l 8.5.1].
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Proof. (1) Suppose a term 7(X71,...,X,,) in the language of BL-algebras fails
— i.e., evaluates to an element ## T — in a BL-algebra B lying in BLj. Since
each BL-algebra is a subdirect product of BL-chains ([8 2.3.16]), it is safe to
assume that B is a chain. By [I} Theorem 3.7], B is an ordinal sum of totally
ordered Wajsberg hoops, the first of which is bounded (equivalently, is an MV-
chain). Moreover, 7 fails in a finitely generated subalgebra of B. Since a finitely
generated subalgebra of an ordinal sum of Wajsberg hoops is an ordinal sum
of finitely many components, we may assume that B is a finite ordinal sum
of Wajsberg hoops W;, i = 1,...,1, with W; an MV-chain. Either by direct
inspection, or by the argument in [IT, Theorem 1], one sees it is safe to assume
I =n+ 1. Since B satisfies (G1), if z € W; \ {T} then 2¥~! is idempotent. But
then z*~' must be the bottom of W;. Indeed, it is well-known that the only
idempotents of linearly ordered Wajsberg hoops are the top and (when it exists)
the bottom element. Therefore, each W; is an MV-chain. Since by hypothesis
this MV-chain satisfies (Gh) and (Gh) is L-free, h > 1, it follows that each W;
lies in MV. In conclusion, since MV, is generated by Ly, 7 fails in the ordinal
sum of n + 1 copies of L, as was to be shown.

(2) This is an immediate consequence of the fact that MV, is locally finite by [3]
8.6.1], along with the observation that an n-generated BL-chain is the ordinal
sum of at most n + 1 summands.

(3) (1) = (ii). If p is a prime filter of A, the top part T'(A/p) of the BL-chain A/p
can be made into an MV-chain lying in MV by adding a bottom element to it,
and extending the operations in the only possible way. If such an MV-chain has
cardinality ¢, then ¢ — 1 divides k — 1, hence (ii) follows.

(ii) = (i). Suppose A & BLj. Then there is a prime filter p of A such that the
BL-chain A/p does not lie in BLjy. Equivalently, A/p is an ordinal sum of finitely
many finite MV-chains L., ¢ = 1, ..., u, and there exists j € {1,...,u} such that
L., does not lie in MV},. The latter condition means that ¢; — 1 does not divide
k — 1. Let q be the prime filter of A/p generated by the bottom of L., if
J < u; otherwise, let q be the trivial filter {T} of A/p. Now |T((A/p)/q)| does
not divide k — 1 by construction, and |T'((A/p)/q)| is in the range of wSpec A
by the isomorphism theorems.

5 The Weighted Spectrum of Free Algebras in Bl

We write Free,, ; for the free n-generated algebra in BLy, for k£ > 2 and n > 0
an integer. By [3] 8.6.1], the free n-generated MV-algebra in MV}, is given by
the direct product

FreeMV, = [[ L3707, (3)
al (1)

where d € N, a(0,d) is 0 if d > 1 and 1 if d =1, and, for n > 1,

aln,d) = (d+1)" + > )M (ged X + 1), (4)
0#X CPrDiv (d)
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Pr— s — N s —
| |
N . . . )
| |
N— D N—— B —— N
| |
B— s
| |
P— s N —
r— s N
| |
S s s
| |
N— i N N
| |
S s s
| |
r—_— N

Fig.1. a(1,4) = 4, a(2,4) = 5, a(4,4) = 16 (left), and 5(1,4) = 1, 5(2,4) = 3,
B(4,4) = 12 (right)

where PrDiv (d) is the set of coatoms in the lattice of divisors of d. Geometrically,
a(n,d) counts the number of points in [0, 1]” whose denominator is df We now
define a variant of a. We let 8(0,d) =0if d > 1 and 1 if d =1, and, for n > 1,

Bn,d)=d"+ > (=)F(ged X)" . (5)

(#£X CPrDiv (d)

Geometrically, 8(n,d) counts the number of points in [0,1)™ whose denomi-
nator is d — in other words, # does not take into account those points of [0, 1]™
having at least one coordinate set to 1. Compare Figure [l for an example. No-
tice that letting L(d) = {(e1,e2) | lem (e1,e2) = d}, where lem (a,b) denotes
the least common multiple of integers a and b, we have

Z ﬂ(h,@l)ﬂ(k,€2) :ﬂ(h+k7d) (6)

(e1,e2)€L(d)

We next use () to define a family of weighted forests that shall be proved dual
to free algebras in BLLg. To this purpose, we introduce some additional notation.
If U is a forest we write U, for the forest obtained from U by adding a new
bottom element L. Further, if u: U — N is a weighted forest, we write v for
the weighted forest having U, as domain, and such that u agrees with u over U,
and v, (L) = 1. It is a standard fact that varieties of algebras are both complete
and cocomplete. If, moreover, V is a subvariety of the variety W, then a product
of V-algebras computed in V coincides with the same product computed in W.
Then Theorem[limplies at once that WF has all finite coproducts. We write u+wv
for the coproduct of the weighted forests u: U — N and v: V — N. Clearly, since
products in varieties of algebras are Cartesian, we have u+v: U+V — N, where
U 4V is the disjoint union of U and V', and u+ v agrees with u on U, and with
v on V. Thus, up to an isomorphism, any weighted forest can be written as a
coproduct Y, T; of weighted trees in essentially just one way. Here, as usual,
a tree is a forest with a minimum element.

4 The denominator of a rational point (r1/s1,...,7n/sn), where 74, s; > 0 are integers
such that s; # 0 and r; and s; are relatively prime, is the least common multiple of
the set s;’s.
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For coproducts in varieties and subvarieties the situation is generally not as
simple. In our case, however, we have the following properties (proofs of the
following two lemmas are omitted for space constraints).

Lemma 2. (i) The category WF has all finite products. (ii) If u,v are weighted
forests, and u X v is their product with projections 7, : uXv — u and Ty: UXV —
v, then Subwu X v, along with the injections Subm,, Subm,, is the coproduct
of Subu and Subwv in the category of all BL-algebras. (iii) For each integer
k > 2, coproducts computed in Bl coincide with coproducts computed in the
category of all BL-algebras. (iv) For any three weighted forests u,v, w, we have
ux (v+w) = (uxv)+ (uxw).

Note that, using (iv) in Lemma [2] we obtain the binomial expansion

(u+ )™ = i (T) wiym

=0

for any two weighted forests w,v. Here and in the sequel, in the expressions
involving products and coproducts we adopt the standard notation of elementary
arithmetic.

We now describe the finite products in the category WF. Let v: F,, — N and
w: F, — N be two weighted forests. By F, x F,, we mean the product of the
underlying forests as described in [5]. We further denote by m,: (F, X F,) — F,
and m,: (F, X F,) — F, the associated projections. The product of v and w
in WF is the function (v x w): (F, X Fy,) — N together with the projections m,
and 7, defined as follows.

Pick p € F,, and ¢ € F,. In case p € min F,, and ¢ € min F,, there are exactly
three disjoint classes of points in F, x F,, denoted by (plq), (p,q), (¢q|p), such
that all points in them project through 7, to p and through m, to ¢. Further,
any point in F;, x F,, that projects to p and ¢, respectively, falls into one of these
classes. In particular, by [5], each point in (p|q) is such that its predecessor in
F, x F,, projects to p through 7, and to the predecessor of ¢ in F, through 7.
The case of the class of points (¢q|p) is symmetric. Each point in (p,q) is such
that its predecessor in F,, X F,, projects to the respective predecessors through
both projections.

If exactly one point in {p,q} is minimal in the forest it belongs, say p €
min F,, then there is exactly one point in F, x F,, precisely in (p|q), such
that its predecessor projects to p through 7, and to the predecessor of ¢ in F,,
through m,. If p € min F,, and ¢ € min F, then there is exactly one point in
F, x F,, classed in (p, q), such that 7,(p,q) = p and 7, (p,q) = q. Moreover,
(p,q) € min(F, x Fy).

Let r € F, x Fy, be such that 7,(r) = p and 7, (r) = ¢q. Then

w(q) if 7 € (plg)
(vxw)(r) =< v(p) if r € (¢lp)
lem (v(p),w(q))) if r € (p,q)
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where lem (a, b) denotes the least common multiple of a,b € N.

Throughout, let P; denote the weighted tree consisting of just one point hav-
ing weight d, for d € N. The description of finite products in WF given above
allows to prove the following properties.

Lemma 3. Let uy and vy be two trees in WF. If u # () # v then

up Xv) Z(uxv +uxvtug Xv) .
Further, PaPe = Piem (d,e), Patl X Pev1l = Pom (a,e)(uL X vy), Prug = uy.
For k > 2, we introduce the following definitions:

— M,S = P.
— For each integer n > 1,

Mp= Y Bnd)Ps.
)

d|(k—1

Note in particular that if k—1 is prime, or equal to 1, then M} = Py +(k—2)P;_1.

Lemma 4. Fiz k > 2. Set F}}! = M} + (M}) .. Then
wSpec Free; = F}} .

Proof. If S is any set and B is a BL-algebra, let us write B for the BL-algebra
of all functions S — B endowed with the operations inherited pointwise from
B. By the argument proving (1) in Lemma [I we know that if a term 7(X;)
in the language of BL-algebras fails in some BL-algebra lying in BLj, then it
must fail in B7. Hence, by standard universal-algebraic considerations, Freey
is (isomorphic to) the subalgebra of (32)32 that is generated by the identity
function, the latter being a free generator. Let us write C' = Ly and D = Ly,
for the first and second summand of BZ, respectively, and b for the bottom
element of D (i.e., the unique idempotent of B? besides top and bottom). A
trivial structural induction shows that any element f € Free; ;, is such that (i)
f(p/q) = r/q for p/q an irreducible fraction in [0, 2] such that ¢ divides k — 1;
(ii) f(c) € C for any ¢ € C; (iii) f(T) = L implies f(d) = L, while f(T) =T
implies f(d) > b, for any d € D. Conversely, let f € (B,?)B'3 satisfy (i-iii)
above. A straightforward adaptation of [I1, Thm. 2] shows that f € Free .
As an immediate consequence of this representation of Free; j it follows that
Spec Free; j, is isomorphic to the underlying forest of F{l. A further computation
confirms that wSpec Free; j is isomorphic to F}l. As a matter of fact, each prime
filter of Free; j is singly generated by a function f € Free; j of one of the following
three types: (1) there exists ¢ € C'\ {T} such that f(c) = T and f(a) = 0 for
all ¢ # a € B?; (2) there exists d € D\ {T} such that f(d) = f(T) =T, while
fle)=bforallee D\ {d, T}, and f(¢)=0forallce C\{T}; 3) f(T)=T,
f(d)y=>bforallde D\ {T}, and f(c) =0 for all c € C'\ {T}. Notice that the
only filter of type (3) includes all filters of type (2) and no other inclusions hold
in wSpec Free; j.
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Fig. 2. F3 (left) and F7 (right)

Ezample 1. Figure B displays the weighted forest Fj (to the left), and the
weighted forest 7} (to the right).

For each k > 2 and each integer n > 1, let us define

Fy = Fy x - x Fy = (Fp)"
~ ~ -~
n times

Lemma 5. Fiz k > 2, and for each integer n > 0,
F" = wSpecFree,, i -

Proof. By standard universal algebra, in any variety the free algebra on s free
generators, for k a cardinal, is isomorphic to the copower of k-many copies
of the free algebra on one generator. Thus, Free, = > " | Free;j, where
the right-hand side coproduct is computed in BLg. Using Lemma [2] we have

wSpec Free,, , = wSpec (>, Free; ;) = Hle wSpec Free; . By Lemma [l
Hle wSpec Free; j, = Hle Fl = F, and the lemma is proved.

Our next objective is to obtain an explicit description of F}} for any n and k.
To this aim, we define the following weighted trees. Fix k > 2, and an integer
d>1:

— T,g) .= PFa
— For each integer n > 1,

Ty g = Pu ZZ () zeT,?(,Z

i=1elk—1 n

Lemma 6. Fiz integers k> 2,d>1, and m > 1.

1
2

(1)

(2)

(3) MIZ” = (M, 1)

(4) Ty = (T )™

Proof. (1) follows immediately from the definition of T, T, and M. (2)
follows from Lemma Bl and the definition of 7}, and .
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(3) By induction on m. The base case is trivial. Write (M})™ as M} x
(M})™=1. By induction, M{"~' = (M})™~!. By Lemma [3 since products dis-
tribute over coproducts,

M} x M = Zﬂldpdx Zﬂ —1,e)P,

dlk—1 elk—1

= Z Z ﬂ(l,d)ﬂ(m_lve)lglcm(d,e)
dlk—1e]k—1

= )" B(m,d)Py= M (by @)
dlk—1

(4) By induction on m. The base case is trivial. Write (Tkl ™ as Tkl,d %
(Tkl,d)m_l- By induction T,?Z;l = <Tk1,d)m_1~ Let

v S (7 et em
i=1 elk—1
so P,V = T,Z’d’l. By Lemma [3]
Th g x Tyt 22 Py (M) x Vi) = Py (M x VoM x V) + (T, x V) |
By distributivity and Lemma [ since M} is a forest of one-point trees:

My x Vi > BLe)PVe = > B(1e)T

elk—1 elk—1
analogously,
m—1 m—1
ML ~ . m—1—i
ex VDD 8P | x| 3 ( . )ﬂ(zve)Tk,e
elk—1 i=1 e|k—1
. m—1
~ - . m—(i+1
=Y Y 5 (" st e,
i=1 ellkfl ezl}{)*l
=55 (0 Yoeom ov @
=2 e|lk—1
finally,
m—1 m—1 ‘
Tlcl,l xV = 2 I%:l( ; >5(ia€)(Tkl,1 X leleilﬂ)

1%

m—1
-1 ,
(m ) >5(z, e)Iy" " (Induction Hypothesis)

I

m—1
(m Z‘ 1) B, )Ty + > (m—1)B(1,e)T

elk—1
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Summing up we have

Tia x T 22 Py (Mg x Vi) + (My, x V) + (Tigq x V) |
(22 (7)peem)
i=1 e|k—1 N
as was to be proved.

Ezample 2. The rightmost trees in Figure D are T3, (left) and 77, (right). The
rightmost tree in Figure Blis T3 .

We are finally in a position to exhibit the promised explicit description of
wSpec Free,, j.

Theorem 2. For each k > 2 and each integer n > 0,
. . n n—a
Py ﬂ(z,d)(JT,ﬁd .
i=0 d|k—1
Proof. By definition,
Fi = (F)" = (My + (M) )™ = (M}, + T, )™ (7)

Since products distribute over coproducts, (@) yields
arry =3 (M) oy 0
i=0
By Lemma [f] along with the definition of M}, from (§) we deduce
arrnty = (1) S sapry )
i=0 dlk—1

As by Lemma6l(2), PaT}} = =Ty ', the lemma follows from (@) at once.

Ezample 3. Figure [ displays the weighted forest F3.

\/\/\/\/

\/V\/VW

Fig.3. F§ = (F3)?
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6 The Cardinality of Free Algebras in Bl

In this final section, we use Theorems[Iland2lto obtain the cardinality of Free,, k.
We shall write t(k,n,d) for the cardinality of the BL-algebra SubTy’,, where
k>2,deN, and n > 0 an integer.

Lemma 7. Fiz k > 2, and an integer n > 0. Then t(k,0,d) =d + 1, and
tikynod) =d+ [ I ttk.n —i,e)G)50
i=1e|k—1
Proof. Follows immediately from Lemma [6l(4).
Theorem 3. Fiz k > 2, and an integer n > 0. Then:
[Free, | = [T [ tk,n—i,a)()PCD
=0 d|k—1
Proof. Follows immediately from Theorem

To conclude, in the following table we report the cardinalities of Free,, ;, for some
values of n and k, computed using Theorem [Bl Approximations are from below.

n=1 n=2 n=3
k=2 6 342 137186159382
k=3 42 28677559680 ~ 2.255534588 - 1091

k=4 1056 ~ 4.587963634 - 10%®  ~ 1.230577614 - 10373
k=5 22650 ~ 1.525862962- 10°°  ~ 4.141165490 - 10957
k=6 6721056 ~ 1.738126059- 10 ~ 2.246803010 - 1022%°
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Abstract. Memory logics are a family of modal logics in which standard
relational structures are augmented with data structures and additional
operations to modify and query these structures. In this paper we present
sound and complete axiomatizations for some members of this family.
We analyze the use of nominals to achieve completeness, and present
one example in which they can be avoided.

1 Modal Logics with Memory

Many attempts have been made in recent years to increase modal logic expres-
sivity by adding some notion of state to standard relational structures. This is
a natural need, since modal logics are used in many different scenarios as tools
for modeling behavior.

One example of how this can be achieved comes from epistemic logic with dy-
namic operators, which allow to express the evolution of knowledge by
knowledge-changing actions. Such logics are often called Dynamic Epistemic
Logics (DEL) [16], and a large number of DELs has been proposed [913/T4IT5].
These logics differ considerably in expressive power, but the common idea is
to express knowledge evolution by accessing and changing the model structure
through logic operators. An alternative approach comes from the software ver-
ification community, and the use of temporal logic with explicit global clocks
which are accessed and controlled through logic operators. The logic XCTL of
Harel et al. [I0] is an example of this approach. Another example, also from
the software verification community, is the extension of temporal logic with a
concrete domain (e.g., the natural numbers with some operations like addition,
comparison, etc.) which is accessed via the so-called freeze operator [II11]. In
the extended language, we can model qualitative properties using the temporal
operators, and concrete properties —such as weight, temperature, etc.— using the
new machinery. To cite yet another example, concrete domains have also been
added to description logics, with much the same aims [12].

We would like to take a step back, and analyze some of the basic intuitions
that most of the formal languages mentioned above have in common. We want
to try to investigate the idea of adding an explicit state to a model, and being
able to access (and modify) it via logical operators. And we would like to take
this idea in its simplest form, in order to be able to understand it in detail.

* S. Mera is partially supported by a grant of Fundacién YPF.

S. Artemov and A. Nerode (Eds.): LFCS 2009, LNCS 5407, pp. 16 2009.
© Springer-Verlag Berlin Heidelberg 2009
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We can take a standard relational structure and complement it with a data
structure, that will keep the state information we want to model. We will also add
to the logical language a collection of operations to modify and access the data
structure. Formally, given a relational structure (D, (R;), .Re|, L) where D is a
non empty domain, (RT)reReI is a set of relations over D, and L : Atom — 27 is
a labeling function that assigns atomic properties to elements of D, we extend
the structure with a set S € D. We can think of S as a set of states that are
‘known’ to us, and it will represent our current ‘memory’. Even in this simple
setting we can define the following operators:

<Da (RT’)TERehL’ S>7w ): @ iff <D7 (RT)TeRelaL’SU {w}>7w ': ¥
(D, (Rr),cRel» L, S),w = ® iff weS.

As it is clear from the definition above, the ‘remember’ operator @ (a unary

modality) just marks the current state as being ‘known’ or ‘already visited’, by

storing it in our ‘memory’ S. On the other hand, the zero-ary operator ® (for

‘known’) queries S to check if the current state has already been visited. Notice

that the extension of S is dynamic and it can vary during the evaluation of a

formula; while the ‘concrete’ operation we can apply to S is simple membership.
Other operators can naturally be added, for example:

<D7 (RT)TERe|7L75>7w ': @90 iff <D7 (RT)TERe|7L7®>7w ': p-

I.e., we can use the erase operator (e) to completely wipe out the memory S.
We have introduced this family of logics, that we called memory logics, and
investigated its expressive power in [213/4].

The language we have just described is very flexible, and it can be used to
easily characterize model properties. For example if all states in the domain of a
model M satisfy the formula @@)(r)® then the relation R, is reflexive (we wipe
out the memory, memorize the current point of evaluation and verify that it is
accessible). Similarly, if they satisfy @@)[r](r)® then R, is symmetric (erase
memory, memorise the current point of evaluation and verify that all successors
can reach back to the memorized point). Actually, using @), @ and & we can
express properties similarly as how it is done in the hybrid language HL(]) [5].
But in [3/4] we have shown that the modal language extended with (), @ and
® is strictly less expressive than HL(]).

In this article we are interested in providing complete axiomatizations for
these logics. With this aim in mind, we will include in the language also nom-
inals and the hybrid @ operator (see [5l6] for details on hybrid logics). As
discussed in [§], the hybrid machinery can be used to prove general complete-
ness results, and to axiomatize logics which are otherwise difficult to
characterize.

The rest of the paper is organized as follows. In the next section we formally
introduce the different logics we will investigate. In Sect. [B] we present a sound
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and complete axiomatization for HL(Q, (D), @7 the basic modal logic extended
with nominals, @, and the @ and & memory operators. Our axiomatization cru-
cially involves the use of nominals. As discussed in [3], the @ and ® operators
are very expressive, and even when added to the basic modal language, they
already give rise to an undecidable logic. In [3] we introduced a logic including
@ and (& with additional constrains on how the modal and the memory oper-
ators interact. In that work we showed that although this logic is strictly more
expressive than ML, it turns out to be decidable. We will show a sound and
complete axiomatization for this logic in Sect. @ Finally in Sect. B we discuss
completeness for a language including the () operator. We conclude in Sect.
with some final remarks.

2 Syntax and Semantics of Memory Logics

In this section we formally introduce the languages mentioned above, together
with some basic notation and notions related to completeness.

Definition 1 (Syntax). Let Prop = {p1,p2,...} (the propositional symbols),
Nom = {ni, ng,...} (the nominal symbols) and Rel = {ry,rs,...} (the relational
symbols) be pairwise disjoint, countable infinite sets. Let Atom = Prop U Nom.
The set Forms of formulas in the signature (Prop, Nom, Rel) is defined as:

Forms =T |p|i|® |- |1 Apa|({r)e] Q| @p | @,

where p € Prop, i € Nom, r € Rel and ¢, ¢1,p2 € Forms. We use [rlp as a
shorthand for —(ry—.

Definition 2 (Semantics). Given a signature S = (Prop, Nom, Rel), a model
for S is a tuple (D, (R;), cRels L, S), satisfying the following conditions: (i) D #
0; (i) each R, is a binary relation on D; (iii) L : Atom — 2P is a labeling
function such that L(n) is a singleton whenever n € Nom; and (iv) S C D.

Given the model M = (D, (R:), cRe|» L, S) and w € D, the semantics for the
different operators is defined as follows:

M,wE T always
MawEp iff welL(p) péeAtom
Mouw - iff MiwpEe
MwEpAY iff MwkEe and M,wE1
Mow = (rye iff there is w' such that R(w,w’) and M,w' = ¢
M,wE Q@ iff M,v ¢ where L(i) = {v}
M,w':®<,0 Zﬁ <D7(RT)reRe|7L75U{w}>7w':SO
MwE® iff wes
Mw =@y iff <D7(RT)TeRe|’L’®>7w = .

1 Our notational convention for naming logics is the following. We will call ML the
basic modal logic, with the standard modal operators. We will use HL for the modal
language extended with only nominals. And we will then list the additional opera-
tors included in the language. For example HL(Q, @), ®), ©) is the modal language
extended with nominals, and the @, (@), ® and (¢) operators.
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Given a model M = (D, (R;), cRe|s L, S) and states wi, ..., w, € D, we will
write M[wy, ..., wy] for the model (D, (R:), cRel, L, SU{w1, ..., wn}).

Given a model M, we say that ¢ is valid on M and write M |= ¢ if for all
states w in the domain of M we have that M, w = .

Definition 3 (Satisfiability, Validity, Completeness). Let C be a class of
models. We say that ¢ is satisfiable in C if there is a model M € C and a state
w in the domain of M such that M,w = ¢. We say that ¢ is valid in C if —p
is mot satisfiable in C. The notions of satisfiability and validity can be extended
to set of formulas in the usual way. For example, we say that a set of formulas
I' is satisfiable in a class of models C if there is a model M € C and a state w
in the domain of M such that for all formulas ¢ € I' we have M,w = ¢. We
will note T'(C) the set of all valid formulas in C.

Given an axiomatization A, a formula ¢ is a theorem of A if it is an axiom
in A, or it can be obtained by a finite number of applications of inference rules
in A from axioms of A. We write T(A) for the set of all theorems in A.

We say that a formula @ is consistent with respect to an axiomatization A
(or A-consistent) if =y is not a theorem of A. The notion of consistency can
be extended to a set of formulas I' by requiring that for no finite subset I'f, the
formula N T — =T be a theorem of A.

Given an aziomatization A and a class of models C we say that A is sound
for C if T(A) C T(C), and that it is complete for C if T(C) C T(A). Complete-
ness can be equivalently defined in terms of consistency and satisfiability: A is
complete for C if every formula consistent in A is satisfiable in C.

Finally, we say that an axiomatization A is strongly complete with respect to
C, if every A-consistent set of formulas is satisfiable in C.

In this article we will present a number of axiomatizations and prove them
(strongly) complete with respect to different classes of models. The different log-
ical languages involved will be defined in terms of the operators introduced in
Definitions [1l and 2 and we will be interested mainly in the class of all models,
and the class {(D, (R;), cRels L;S) | § = 0} of models with no previously ‘re-
membered’ states. This last class is a natural choice: in the absence of the (¢)
operator, evaluating formulas on such models provides additional expressivity,
and the intuitive meaning of the remember and known operators are naturally
captured. For example the formula @{r)® characterizes reflexivity of R, over
this class (that is, let M = (D, (R;),.Re|> L, S) be an arbitrary model, except
that S = 0, then M = @(r)® if and only if R, is reflexive). This no longer
holds when S is arbitrary. See [3] for further details.

As we mentioned in the introduction, we will also be interested in a logic in
which the behavior of the remember operator is highly coupled with the modal
transitions to ensure decidability. In this logic, every time we make a modal
step, we are constrained to remember the current state. We change the semantic
definition of (r) to be:

(D, (Ry),cRels L, S),w = (r)p iff 3w' € D, R,(w,w") and
<D7 (RT)rgRelevsU {w}>7w/ ': 2
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Axioms:

cT All classical tautologies Intro F(iAp) — Qip

Ka FQi(p — q) — Q;p — Quq Self-duala - Q;p < —=Q;—p

Ky e —q) = (Irlp — [r]le) ~ Ref F @i

Sym FQ;j — Qji Nom F(Q;j AQjp) — Q;p
Agree FQ;Q;p — Q;p Back F (ryQ;p — Q;p
Rem  F @(@p — ol®/(® V)

Rules:

MP If - pand ¢ — 1 then F1)  Genyy If - ¢ then F [r]e
Name F 7 — ¢ then F ¢ (j not in ¢) Gena If - ¢ then - @;¢p

Paste If - (Qi{r)j AQjp) — 9 then F (Q;i{ryp) — ¢
(j # i and j is not in ¢ or )

SortedSuby If F ¢ then F ¢[p/v] for any p € Prop

SortedSubz If - ¢ then F ¢[i/j] for any i,7 € Nom

The expression ¢[a/b] is the result of uniformly replacing all occurrences of a
in ¢ by b.

Fig. 1. Axiomatization for HL(Q, @), ®)

We call this logic ML~ (HL™ for the hybrid case). As we proved in [4],
ML (®,®) is decidable and strictly more expressive than ML.

3 Completeness for HL(@Q, @, ®)

This section is devoted to prove a completeness result for HL(Q, @), ®). Our
axiomatization is shown in Fig. [[l It is an extension of the axiomatization for
HL(Q) presented in [7].

The axiom characterizing the behavior of the memory operator is Rem. To
show soundness of the axiomatization, we only have to look at this new axiom.
Intuitively, the axiom says that, when standing in a state named by i, the act of
remembering the current state is equivalent to increase the extension of (&) with
i throughout the formula. Formally:

Lemma 1. Let M be a model and w € M such that M,w = i. Then, for all
veEM, Mul,v ¢ iff M,vE o[®/(® Vi)

Proof. By induction on ¢. For the base case, if ¢ is a proposition symbol or a
nominal, then since ¢ = p[®/(® V )] we have M[w],v |= ¢ iff M,v |= ¢. For
the ® case we have to prove M[w],v = ® iff M,vE ® V.

=) Assume that M[w],v E ®. If v = w, then M,v [ i, and therefore
M,vE ® Vi If v#w, then M,v E ®, and hence M,v = ® V.

<) Let’s assume that M,v = ® Vi. If v = w, then M[w],v = ®. On the
other hand, if v # w, then we know that M[w], v |= =i, and therefore M, v = ®.
We conclude M[w],v = ®.

The conjunction, negation, diamond, @ and remember cases are straightfor-
ward, using the inductive hypothesis and the fact that the replacement operation
[®/(® V)] distributes over A, =, (r), @ and @.
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Corollary 1. Rem is sound over the class of all models.

Proof. Take an arbitrary model M and let w € M be such that M, w [ i. By
definition M,v E @;@yp iff M[w],w = ¢. Applying the previous lemma, this
happens iff M, w = [®/(® V i)] iff (by definition) M, v = Q;0[®/(® V )]

It is worth noting that having nominals in the language is a key feature to
describe the @/® interaction with modal operators, and the Rem axiom strongly
uses this feature. The possibility to identify with a nominal the state in which
a remember operation is taking place allows us to fully describe the behavior of
this interaction.

We now turn to completeness. We will build a Henkin model using named
maximal consistent sets (MCSs) for an arbitrary consistent set (see [7] for further
details).

Definition 4. An MCS is named if and only if it contains a nominal. We call
any nominal belonging to an MCS a name for that MCS. Also, if I' is an MCS
and i is a nominal, then we call {¢ | Q;p € I'} a named set yielded by I.
Furthermore we say that a model is named if every state in the model is the
denotation of some nominal (for all w € D there is some nominal i such that

L(i) = {w}).

The idea behind the construction presented in [7] is that we can extract all the
information we need to build a named canonical model from a single MCS. We
start by noting that hidden inside any MCS there is a collection of named MCSs
with a number of relevant properties:

Lemma 2. Let I' be an MCS. For every nominal i, let A; be {¢ | Q;p € I'}.
Then, (i) for every nominal i, A; is an MCS that contains i; (ii) for all nom-
inals i and j, if i € A;, then A; = Aj; (iit) for all nominals ¢ and j, Q;p €
A; iff Qp € I'; and () if i is a name for I' then I = A,;.

Proof. We only sketch the proof, the full details can be found in [7]. Claim (i)
can be proved using Ref (to guarantee that i € 4;), Gene and Self-duala (to
prove that A; is an MCS). Claim (ii) is proved using Sym and Nom, Claim (iii)
follows by Agree. And Claim (iv) is obtained by Intro and Self-duala.

Given a consistent set of formulas X, we can always expand it to an MCS X+
using the standard Lindenbaum’s Lemma. The problem is that nothing guar-
antees that this MCS will be named. In addition, as we want to extract named
MCSs from named sets yielded by X, we have to ensure that there are enough
named MCSs to use as existential witnesses during the construction of the Henkin
model. Here is where the Name and Paste rules are useful. Expanding the lan-
guage with new nominals, the Name rule is going to solve our first problem, and
the Paste rule solves the second. We call an MCS I' pasted iff Q;(r)¢ € I implies
that for some nominal j, @;(r)j A Q;¢ € I'. Name and Paste guarantee that
any consistent set of formulas can be extended to a named and pasted MCS.
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Lemma 3 (Extended Lindenbaum Lemma). Let S = (Prop, Nom, Rel) be
a signature, let Nom’ be a countably infinite collection of nominals disjoint from
Nom, and let S’ be the signature obtained by extending S with Nom’. Then every
HL(Q, @, ®)-consistent set of formulas in S can be extended to a named and
pasted MCS in S’.

Proof. Full details can be found in [7]. The proof follows the standard Linden-
baum’s construction with the following modifications. Take a consistent set of
formulas X', and name it by adding a new nominal k£ (use Name to prove consis-
tency). Using an enumeration of all the formulas, we expand X' step-by-step with
a formula that is consistent with the expanded set at each point. Because we want
the final MCS to be pasted, at the (m + 1)-th step, when we are considering X™
and the formula ¢y, 11, if 2™ U{p11} is inconsistent, we set Y™+ = Y™ Else,
if om11 has the form @;(r)p, we set ™ = X U {11 U{@Q;(r)j AQ;(r)p},
where j is new (relying on the Paste rule for consistency). If ¢, 41 does not have
the form @;(r)e, we set Y™t = ¥™ U {p,,11} as usual. Finally, we take the
infinite union of all the X°.

Now we can define the model we need, using the named sets yielded by a named
and pasted MCS.

Definition 5. Let I' be a named and pasted MCS. The named model yielded
by I' is MI' = (DT, (Rf)reReI’LF’ ST). Here DT is the set of all named sets
yielded by I', RI'(u,v) holds iff for all formulas ¢, p € v implies (r)p € u,
L (a) = {w e WT |a € w} for any atom a, and ST = {w | ® € w}.

Note that M! is a well defined model, since by items (i) and (ii) of Lemma [2]
LT assigns to every nominal a singleton subset of D', Using the fact that I is
named and pasted, we can prove the following Existence Lemma

Lemma 4 (Existence Lemma [7]). Let I" be a named and pasted MCS, and
let M = (D, (R:),cRel» L, S) be the named model yielded by I'. Suppose u € M
and (ryp € u. Then there is a v € M such that R.(u,v) and ¢ € v

Now we are ready to prove the Truth Lemma that will lead us to the desired
completeness result. Before that, to treat the (¥) case properly, we have to redefine
the complexity of the formulas, to be able to handle the substitutions made by
the Rem axiom.

Definition 6. We define the complexity of a formula as comp(p) = 2(k+1)(r+
1)(d+ 1) + v, where k, r and d are the number of occurrences of ®, @ and (r)
respectively, and v is the number of occurrences of all the other possible symbols.

Note that with this definition, comp(@y) > comp(o[®/(® V )]).

Lemma 5 (Truth Lemma). Let M = (D,(R;), cRel,L,S) be the named
model yielded by a named and pasted MCS, and let uw € D. Then, for all formulas

0, peuiff Myu k= p.
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Proof. By Induction on the structure of . The atomic, boolean and modal
cases are obvious (the Existence Lemma is used for the modal case, and the
® case follows directly from the definition of ST). We analyze the satisfaction
operators. Suppose M, u = @;1). This happens iff M, A; = ¢ (by items (i) and
(ii) of Lemma [2 A; is the only MCS containing ¢, and hence, by the atomic
case of the present lemma, the only state in M where i is true) iff v € A, (by
inductive hypothesis) iff @;i0 € A; (using the fact that i € A; together with
Intro for the left-to-right direction and Intro and Self-duala for the right-to-left
direction) iff @;¢) € u (by Agree).

To finish let’s analyze the case for @). Given u € M, we know that for some
nominal ¢ we have u = A;, so by definition, M,u = i and i € u. Suppose
M,u = @©y. This happens iff M,u = Q;@¢ (because M,u = i) iff M,u |
Qv [®/(®V1i)] (by Corollary[) iff M, u = ¥[®/(®Vi)] (again because M, u |=
i) iff Y|®/(®Vi)] € u (by inductive hypothesis) iff @;9[®/(® V)] € u (because
i € u, using Intro for the left-to-right direction, and Self-dualaq and Intro for the
right-to-left direction) iff @;@y € u (by the Rem axiom) iff @y € u (because
i € u, applying again Intro and Self-duala).

Theorem 1 (Completeness for HL(Q, ®, ®)). Fvery MCS of formulas in
HL(Q, @, ®) is satisfiable in a countable named model.

Proof. Let X be a consistent set of formulas from HL(Q, @), ®). We use the
Extended Lindenbaum Lemma to expand it to a named and pasted set X7 in
an extended countable language. Let M be the named model yielded by XT. By
item (iv) of Lemmal[2] because Xt is named, ¥ is an element in the domain of
M. By the Truth Lemma, M, X" = X. The model is countable because each
state is named by some nominal in the extended language, and there are only
countably many of these.

This establishes strong completeness as desired. But in fact, we have done more.
Because our Henkin model is named, we can prove a more general result.

Definition 7. If a formula ¢ contains no propositional symbols (that is, its
atoms are nominals or ®), we say that ¢ is ®-pure. Furthermore, if ¢ is a
®-pure formula, we say that 1 is a ®-pure instance of ¢ if ¥ is obtained from
@ by uniformly substituting nominals for nominals. A formula ¢ is pure if its
atomic subformulas are only nominals.

The axiomatization we presented in Fig. [l for HL(Q, @, ®) has the following
property: for any set of pure formulas I7, if P is the logic obtained by adding
the formulas in II as axioms, then P is complete with respect to the class de-
fined by IT [ This result can be extended to &r-pure formulas for the case of
HLy(Q,®, ®), the logic obtained over the class {(D, (R;), .Rels L;S) | S = 0}
of models with no previously remembered states.

We first state a property that will help us achieve the completeness result for
pure axioms.

2 These general completeness results are standard in hybrid logics. See [8] for further
details.



24 C. Areces, S. Figueira, and S. Mera

Lemma 6. Let M = (D, (R,) L,S) be a named model.

reRe|7

1. Let ¢ be a pure formula, and suppose that for all pure instances 1 of ¢,
M [z 1p. Then for any L' and S', (D, (R;), cRels L', S) E ¢-

2. Let S =0, ¢ be a ®-pure formula, and suppose that for all ®-pure instances
Y of p, M {=1. Then for any L', (D, (R;), cRel: L', S) F ¢-

Proof. We only discuss item[2l Suppose that the hypothesis hold, but for some la-
beling L', (D, (R;), cRel> L', 0) = ¢. We can take p, a ®-pure instance of ¢, such
that p is obtained from ¢ replacing each nominal ¢ by j, where L'(i) = L(j). By
an induction on the formula complexity, it is easy to see that (D, (R), cRe|» 1> 0)
£ p. This is a contradiction.

With the help of Lemma [, and since we showed that we can build named
models from HL(Q, @), ®)-MCSs, a wide range of strong completeness results
can be established.

Theorem 2 ([7]). Let II be a set of pure formulas and let A be the aziomati-
zation obtained by adding formulas in IT as axioms to the axiomatization shown
in Fig. . Then, every A-consistent set of formulas is satisfiable in a countable
named model in the class defined by II.

Proof. Given an A-consistent set of formulas {2, we can use the Extended Lin-
denbaum’s Lemma to extend it to a named an pasted A-MCS 2. The named
model M that 2% gives rise to will satisfy 2 at £27. In addition, as every
formula in IT belongs to every A-MCS, we have that M* |= II. Therefore, by
Lemma [8, M* is in the class of models defined by IT.

To finish this section, we will discuss an extension of the axiomatization pre-
sented above, to characterize HLy(Q, @, ®).

Theorem 3. The system obtained by extending the axiomatization in Fig. 1l with
the aziom (Empty) b —®) is sound and strongly complete for HLy(Q, @), ®).

Proof. Soundness of Empty is obvious for the class of HLy(@, @, ®)-models.
The completeness proof is as the one for HL(Q, @), ®), but in addition, thanks
to Empty, all maximal consistent sets A; are such that =& € A;. Therefore, the
final model yielded by I", M = (DT (R LT ST, is such that ST =),
and thus, it is a HLy(Q, @), ®)-model.

Proposition 1. For the case of HLy(Q, @, ®), the result of adding I, a set of
pure formulas, can be extended to a set Il of ®-pure formulas

reRel’

Proof. Trivial, using Lemma [G] and the same proof as in Theorem Bl

4 The Case for ML (@D, ®)

We will present a sound and complete axiomatization for ML™ (@), ®). In the
previous section we mentioned the importance of nominals to describe the interac-
tion between memory and modal operators. In this section we will show that if we
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restrict ourselves to the logic in which we are constrained to remember the cur-
rent state every time we make a modal transition, nominals can be avoided. In this
logic we can describe the interaction between @) and &) at a propositional level.
This is not a coincidence. Because this logic has the tree model property [3l4], we
can asume that we evaluate ML~ (@), ®)-formulas on trees, and since there are
no cycles, the remember operator has no real effect beyond the current state.
Given a formula ¢, we define the formula ¥ as the result of replacing all the
occurrences of ®) that are in ¢ at modal depth zero by T. Formally:

p*=p p€Prop

® =T
(—p)t = wﬁ
(¢1 ?wzig = g /;902
@
((r)e)f = (r)e

Lemma 7. M,w = @g iff M,w = .

Proof. We proceed by induction. The case for (&), the propositional symbols and
boolean connectives are straightforward. We analyze the other cases. For the case
o= @Y. M,w = @@ iff M,w | @ iff (by inductive hypothesis) M, w = 1
iff M, w = (1*)F iff (by inductive hypothesis) M, w = @(¢*) iff M,w = (@r))*.
For the case ¢ = (r)y. M,w = @(r)¢ iff (by definition) M[w],w | (r)¢ iff
(by definition of (r)) there is a v € M, R,(w,v) such that M[w],v = ¢ iff (by
definition of (r)) M,w k= (r)i iff (by definition of ) M,w = ({(r)y)t.

We are now ready to present the axiomatization. The axiomatization for

L7 (®,®) (shown in Fig. P)) is an extension of the axiomatization for the
basic modal logic [7], plus the axiom Rem™ F @¢ « ¢Ff.

Soundness of Rem™ follows from Lemma [[l We will prove completeness with
respect to the class of acyclic models, and therefore for the class of all models. We
will use a step-by-step construction. I.e., instead of building the entire canonical
model, we will carry out a stepwise selectlon from MCSs of the canonical model
of ML~ (®,®) as our basic building blocks[

We define M¢ = (D, (Ry), cRels L, S€), the ML (®, ®) canonical model,
in the usual sense (see [7] for details). That is, D¢ is the set of all maximal
consistent sets of formulas of ML™ (@, ®), RS(I, Q) iff forall p € A, (r)p € T,
eL¢(p)ifpeI'and S°={I' | ®e I'}.

Definition 8. A network N'= (N, (R;), cRel> V) is a triple where N is a count-
able non-empty set of elements, each R, is a binary relation on N, and v is a
function that maps elements in N to maximal consistent sets.

We say that a network is coherent if (C1) |, cRe| Ir defines an acyclic graph
and (C2) R&(v(s),v(t)) for all s,t € N such that R,(s,t). A network is saturated

3 Alternatively, one can take the standard canonical model and then unravel it to
obtain a tree, and therefore acyclic, model.
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Axioms:

CT  All classical tautologies

Ky Frlp— ) = ([rlp — [r]a)

Rem™ F @¢ — ¢F

Rules:

MP If+Fpand bk ¢ — 9 then - 9

Genyy) If = ¢ then + [r]e

Sub  If F ¢ then - ¢[p/y] for any p € Prop

Fig. 2. Axiomatization for ML™(®), ®)

if whenever (r)y € v(s) for some s € N, then there is a t € N such that R,(s,t)
and v € v(t).

We want networks to play the role of models, so we have to check that we have
imposed the right conditions on a network to achieve this.

Definition 9. Let N' = (N, (R;), .Re|,v) be a network. We define the induced
labeling Ly (p) = {s € N | p € v(s)}, the induced set of remembered states Sy =
{s € N | ® € v(s)}, and the induced model My = (N,(R;), cRel> LnsSN)-
Fn = (N,(R:),cRel) is called the underlying frame of N.

We are now ready to prove a Truth Lemma.

Lemma 8 (Truth Lemma). Let N' = (N,(R,),.Re|,v) be a coherent and
saturated network. Then, for all ¢ and s € N,

My, s E @ iff ¢ €v(s).

Proof. Before we prove this lemma, let us observe the following property: let
M = (D, (R;),cRels L, S) be an acyclic model, and let w,v € D be such that
R, (w,v). Then for all formulas ¢, M[w],v = ¢ iff M,v [ ¢.

We now proceed by induction on . The propositional case, the & case and
the boolean cases are straightforward, given the definition of M ys. Let’s suppose
that Ms, s |= @1. This happens iff (by Lemmal[Z) My, s = ot iff (by inductive
hypothesis) ¢! € v(s) iff (by Rem™ axiom) @ € v(s).

The (r) case: for the left-to-right direction, if My, s | (r), then there
exists t € N such that R,(s,t) and Mar[s],t = 1. Therefore, My, t = 9. By
inductive hypothesis, 1) € v(t). Because the network is coherent, and R, (s,t),
then RS(v(s),v(t)), and we conclude (r)y) € v(s). For the other direction, let’s
suppose that (r)1 € v(s). Because the network is saturated, there is a t € N such
that ¢ € v(t) and R,(s,t). By inductive hypothesis, Mar,t = 9, so Mu[s],t E
1, and therefore by definition, My, s = (r).

Summing up, we have reduced the problem of finding a model for an MCS A to
a search for a coherent and saturated network for A. The idea here is to start
with a coherent network and, one step at a time, remove the defects that are
preventing the network from being saturated.
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Definition 10. Let N be a network. We say that N has a saturation defect if
there is a node s € N and a formula (ryy € v(s) such that there is not at € N,
R(s,t) and ¢ € v(t).

Because a coherent network may have saturation defects, we have to say more
about what is the meaning of repairing a defect. We are going to extend a network
with a saturation defect with another where the defect is corrected.

Definition 11. Let Ny = (No, Ro,vo) and N1 = (N1, R1,v1) be two networks.
We say that N1 extends Ny if Fu,, is a subframe of Fur, and vy agrees with vy
on Ny.

The following lemma states that a saturation defect of a finite coherent network
can always be repaired.

Lemma 9 (Repair Lemma). Let N be a finite and coherent network with a
saturation defect. Then there is a network N' extending N without that defect.

Proof. Because N has a a saturation defect, there is a node s € N and a formula
(r)1 € v(s) such that thereisnot at € N, R,(s,t) and ¢ € v(t). We define N as

N =NuU{s'} withs &N
R =R, U{(s,s)}
v =ovU{(¢,AQ)}

where A is an MCS containing 1 such that RS(v(s), A) (the existence of such
A can be proved through an Existence Lemma similar to Lemmal]). Clearly, N/’
is a coherent network extending N and does not have the previous defect.

Now we can prove the desired strong completeness result. We start with a single-
ton network, and we extend it step by step to a larger network using the Repair
Lemma. We obtain the saturated network we want by taking the union of our
sequence of networks.

Theorem 4. The azxiomatization is strongly complete with respect to the class

of ML (®, ®) models.

Proof. Let S = {s; | i € w}. Enumerate the potential saturation defects (the
set S x Forms). Given a consistent set X, expand it to an MCS X*. The initial
network is N'° = ({50}, 0, (s0, 21)), which is finite and coherent. Given a network
N?, i > 0, where the minimal saturation defect is D, we define Nt as the
extension of A (following the Repair Lemma) without that defect. If A* has no
saturation defects, then Nt = N". Let N* = (N, (R,), Re|: ¥) be:

N=|JN" R=JR o=
new ncw new

It is clear that N is saturated. For suppose not; let d be the minimal satura-
tion defect (with respect to the enumeration) of N, say d = d. By construction,
there must be an approximation V¢ of N* of which d is also a defect. There only
can be k defects that are less than d, so d will be repaired before the stage k41
of the construction. This is a contradiction, so N* is a coherent and saturated
network, and therefore Myrw, sp = 2.
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Axioms:

All the axioms from HL(@, @), ®) except Rem
Rem’ + Qi(@yp < ¢;)

Erase; F @©®

Erases F (©s < s s € PropU Nom

Erases - (©—p <« —(ep

Erases = @(p A q) < (@p A ©q)

Brases - @(r)p < (r)@p

Erases F (©Q;p «— Q;(ep

Eraser - Q;(@@¢ < ©@¢7)
Rules:

All the rules from HL(Q, ©®, ®)
Fig. 3. Axiomatization for HL(Q, @), ®), @)

5 The Erase Operator

In this section we present an axiomatization for HL(Q, @, ®, @), taking as a
starting point the axiomatization for HL(@, @, ®) presented in Fig.[Il The first
thing we should notice is that the Rem axiom is no longer sound. For exam-
ple, take the valid formula @;@(® V i) and use Rem to conclude @;@®E@®.
This is clearly a contradiction, since after wiping out the memory, & cannot
be true. Observe that the problem lays in the interaction between @ and (©.
The replacement operation defined by Rem cannot be carried out through-
out the whole formula: it should avoid replacements within the scope of an
. More formally, for each formula ¢ and nominal ¢ we define the formula ¢ as
follows:

p; =p p € PropUNom

®; =®Vi
(mp); = —~f
(1 Np2)i = 17 A pay
(@p); = @y}
((Me); = (r)e;
(Qjp); = Q;¢7
(@p); = @y

Analogously to Lemma [Il we can use (-)* to characterize the behavior of the
@ operator and its interaction with the () operator.

Lemma 10. Let M be a model and w € M such that M,w |=i. Then M, w |=
@ iff M,w |= ¢

This result naturally suggests an axiom Rem’ (shown in Fig. B) that replaces
Rem. To characterize the (& operator we should notice first that it behaves
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globally and that it does not change the evaluation point. This implies that there
is no interaction between (€ and —, A, (r) and @. To describe the interaction
between (@) and (T) we can again make use of the operation (-)*. The detailed
axiomatization is in Fig.

Soundness of this axiomatization is straightforward. The completeness proof
uses the same techniques introduced in Sect. Bl The proof of the Truth Lemma
is carried out by induction in the structure of the formula, and the new axioms
handle the case for (e) by appropriately reducing the complexity.

6 Conclusions and Further Work

In this paper we presented several axiomatizations for some members of the
memory logic family. We showed how nominals can be an effective tool to achieve
completeness: by allowing to describe the precise interaction between (@) and
® we could give a completeness result for HL(@, @), ®). Small variations of
this axiomatization leads us to completeness results for other languages, as we
showed for HLy(Q, @), ®) and HL(Q, @, ®, ®). Our intention was to give the
basic techniques to characterize memory operators using nominals, and not to
exhaustively list all possible languages. Observe that, for example, the logic
HL (Q, @, ®) can be easily axiomatized by replacing the Back axiom presented
in Fig. @ by F @Q;(r)@Q;¢p — Q;p[®/(® V ¢)] (and similarly with the Paste
rule).

We also showed that nominals are not needed when we add constraints on how
(r) interacts with @), giving a completeness result for ML (@, ®). The idea
behind this result lays in the fact that ML™ (@), ®) has the tree model property
and hence, we can describe the interaction between @) and &) at a propositional
level, independently of the modal operators.

We have not yet found suitable axiomatizations for certain memory logics.
Languages without the tree model property, and which do not have nominals
seem to be particularly hard to axiomatize. For example, we have not yet been
able to devise complete axiomatizations for ML(®@), ®) and MLy (©, ®).

We are also interested in other memory operators, besides the ones presented
in this paper. A particularly interesting case is the forget operator @), a local
version of the erase operator. While the () operator has a global behavior, setting
the memory set S to (), we could conceive a local version which only eliminates
the current point of evaluation from S.

<D7 (RT)TEReh L, S>7’LU ': @90 iff <D7 <RT)7'€R€|’ L, S \ {w}>7 w ': ¥

We have proved that the logic HL(@, @), ®), ®) is strictly more expressive than
HL(Q, @, ®), but we don’t yet have a complete axiomatization. Even having
nominals present in the language, we don’t know how to characterize the inter-

action between @), @ and ®.
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Canonical Signed Calculi, Non-deterministic
Matrices and Cut-Elimination

Arnon Avron and Anna Zamansky
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Abstract. Canonical propositional Gentzen-type calculi are a natural
class of systems which in addition to the standard axioms and structural
rules have only logical rules where exactly one occurrence of a connective
is introduced and no other connective is mentioned. Cut-elimination in
such systems is fully characterized by a syntactic constructive criterion
of coherence. In this paper we extend the theory of canonical systems
to the considerably more general class of signed calculi. We show that
the extended criterion of coherence fully characterizes only analytic cut-
elimination in such calculi, while for characterizing strong and standard
cut-elimination a stronger criterion of density is required. Modular se-
mantics based on non-deterministic matrices are provided for every co-
herent canonical signed calculus.

1 Introduction

The possibility to eliminate cuts is a crucial property of useful sequent calculi. This
property was first established by Gerhard Gentzen in his classical paper “Investiga-
tions Into Logical Deduction” ([12]) for sequent calculi for classical and intuition-
istic logic. Since then many other cut-eliminatior( theorems, for many systems,
have been proved by various methods. Now showing that a given sequent calculus
admits cut-elimination is a difficult task, often carried out using heavy syntactic
arguments and based on many case-distinctions. It is thus important to have some
useful simple criteria that characterize cut-elimination (i.e., conditions which are
both necessary and sufficient for having an appropriate cut-elimination theorem).

In the same seminal paper ([I2]) Gentzen also established an important tra-
dition in the philosophy of logic, according to which the syntactic rules of a
proof system determine the semantic meaning of a logical connective in proof
systems of an “ideal type”. In [2] the idea of such “well-behaved” propositional
Gentzen-type systems was formalized by defining “canonical rules and systems”
in precise terms. These are systems which in addition to the standard axioms
and structural rules have only logical rules where exactly one occurrence of a

1 We note that by ‘cut-elimination’ we shall mean in this paper the ezistence of proofs
without (certain forms of) cuts, rather than an algorithm to transform a given proof
to a cut-free one (the term “cut-admissibility” is sometimes used for cases without
non-logical axioms, but this notion is too weak for our purposes).

S. Artemov and A. Nerode (Eds.): LFCS 2009, LNCS 5407, pp. 31 2009.
© Springer-Verlag Berlin Heidelberg 2009
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connective is introduced and no other connective is mentioned. In these sys-
tems cut-elimination is fully characterized by a constructive syntactic criterion
of coherence. Moreover, the coherence of a canonical system is equivalent to the
existence of a semantic characterization of this system in terms of two-valued
non-deterministic matrices (Nmatrices), a natural generalization of the standard
multi-valued matrices (see e.g. [14]).

In this paper we extend the theory of canonical systems, in particular the
characterization of various forms of cut-elimination, to the class of signed calculi
([TUI0]), of which Gentzen-type systems are particular (two-signed) instances. We
show that canonical signed calculi are indeed “well-behaved” in the two senses
discussed above. First of all, simple and constructive criteria for characterizing
various notions of cut-elimination can be defined for these calculi. Namely, we
show that the criterion of coherence, extended to the context of signed calculi,
fully characterizes only analytic cut-elimination in such calculi, while for char-
acterizing strong and standard cut-elimination, a strictly stronger criterion of
density is required. Secondly, we use finite Nmatrices to provide semantics for
canonical signed calculi, and demonstrate that the principle of modularity of
Nmatrices, which was studied in the context of various non-classical logics (see,
e.g. M]), but never discussed in the context of canonical systems, applies also
in this context. We start by providing semantics for the most basic canonical
system, and then proceed to show that the semantics of a more complex system
is obtained by straightforwardly combining the semantic effects of each of the
added rules. As a result, the semantic effect of each syntactic rule taken sepa-
rately can be analyzed (which is impossible in standard multi-valued matrices).
This provides a concrete interpretation of Gentzen’s thesis that the meaning of
a logical connective is dictated by its introduction rules.

2 Preliminaries

In what follows, £ is a propositional language and Frm/ is the set of wffs of L.
V is a finite set of signs.

Signed calculi ([I5I7/I0]) manipulate sets of signed formulas, while the signs can
be thought of as syntactic markers which keep track of the formulas in the course
of a derivation.

Definition 1. A signed formula for £ and V is an expression of the form s : 1,
where s € V and ¥ is a formula of L. A signed formula s : ¢ is atomic if 1 is
an atomic formula. A sequent is a finite set of signed formulas. A clause is a
sequent consisting of atomic signed formulas.

Formulas will be denoted by ¢, %, signed formulas - by «, 8,7, 0, sets of signed
formulas - by 7, A, sequents - by 2, X II, sets of sets of signed formulas - by
&, ¥ and sets of sequents - by ©, . We write s : A instead of {s: 1 | ¢ € A},
S : 1 instead of {s:¢ | s € S}, and S: A instead of {s: ¢ | s € S,¢ € A}

Note 1. The usual (two-sided) sequent notation I" = A can be interpreted as
{f: T'}U{t: A}, i.e. a sequent in the sense of Definition [ over {¢, f}.
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Definition 2. Let v be a function from the set of formulas of L to V.

1. v satisfies a signed formula v=(1: ), denoted by v = (1 : ), if v(v) = 1.
2. v satisfies a set of signed formulas V', denoted by v |= T, if there is some
v €T, such that v = 7.

Thus sequents are interpreted as a disjunction of statements, saying that a par-
ticular formula takes a particular truth-value (interpreting sequents in a dual
way corresponds to the method of analytic tableaux, see e.g. [G/T13]).

Non-deterministic matrices are a natural generalization of the notion of a
standard multi-valued matrix, in which the value of a complex formula can be
chosen non-deterministically out of a non-empty set of options. Below we shortly
reproduce the basic definitions from [2].

Definition 3. A non-deterministic matrix (Nmatrix) for £ is a tuple M =
(V,D,0), where:

— V is a non-empty set of truth values (signs).
— D (designated truth values) is a non-empty proper subset of V.
— For every n-ary connective ¢ of L, O includes a corresponding function & :

v — 2V \ {0}.

A wvaluation v : Frmg — V is legal in an Nmatrix M if for every n-ary connec-
tive o of L:
U(O(wla ) ¢n)) € g(v(¢1)7 ceey U(¢n))

Note that in deterministic matrices the truth-value assigned by a valuation v to
a complex formula is uniquely determined by the truth-values of its subformulas.
This is not the case in Nmatrices, as v makes a non-deterministic choice out of
the set of options (v (1), ...,v(1,)) and so the semantics defined above is not
truth-functional.

Proposition 1. Let M = (V,D,0) be an Nmatriz for L and let v, be an M-
legal partial valuation defined on a set S of L-formulas closed under subformulas
(i.e., P1,...,¢¥n € S whenever o(1,..., 1) € S). Then v, can be extended to a
full M-legal valuation.

Definition 4. Let M = (V, D, (’))E be some Nmatriz for L. For a set of sequents
O and a sequent 2, © Fpq 2 if for every M-legal valuation v: whenever v
satisfies all the sequents in ©, v also satisfies §2.

Definition 5. For a signed calculus G, we shall write © g (2 whenever a
sequent {2 is derivable from a set of sequents © in G. We say that M is a
strongly characteristic Nmatriz for G if © Fg 2 iff O Faq £2.

2 The set of designated truth-values D in M = (V, D, O) is needed for defining the
consequence relation which is induced by M between sets of L-formulas and L-
formulas (see e.g. [5]). In contrast, the consequence relation Faq used in this paper
is between sets of signed sequents and signed sequents, so the set of designated truth-
values plays no role in this context. However, the former consequence relation can
be fully characterized in terms of the latter, see e.g. [3].
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Note 2. Note that in the case of two-signed calculi (corresponding to Gentzen-
type systems, recall Note[D]), if M is strongly characteristic for a (Gentzen-type)
system G, then M is also sound and complete for G in the standard sense.

3 Canonical Signed Calculi

We start by extending the notion of a “Gentzen-type canonical rule” from [2] to
the context of signed calculi:

Definition 6. A signed canonical rule for a language £ and a finite set of signs
V is an expression of the form [©/S : o], where S is a non-empty subset of V, ¢
is an n-ary connective of L and © = {Xy,..., X}, where m > 0 and for every
1 <5 <m:X; is a clause consisting of atomic signed formulas of the form a : py
foraeV and1 <k <n.

An application of a signed canonical rule [{X1,...,2,}/S : o] is an inference
step of the following form:

x5 .. 2,x

2,5 :0(th1, ..., n)

where Yn, ..., ¥, are L-formulas, {2 is a sequent, and for all 1 < i < m: X¥ is
obtained from X; by replacing p; by ¢; for every 1 < j <mn.

Ezxample 1. 1. The standard Gentzen-style introduction rules for the classical
conjunction are usually defined as follows:
I, o= A I'=s Ay I'= A
IYyNnp= A I'=s AYANe

Using the notation from Note [Il we can write {f : I'} U {t : A} (that is,
1 occurs with a sign ‘f’ if ¢ € I' and with a sign ‘¢’ if ¥ € A), thus the
canonical representation of the rules above is as follows:

(LS pus fopb 3 /A AL [{{E e pud {2} }/{E} 2 A
Applications of these rules have the forms:
Qu{f¢1,f’¢2} Qu{t¢1} .QU{t’(ﬂQ}
QU{f:’(/)l/\’(/)Q} QU{t:’(/)l/\’(/)Q}

2. Consider a calculus over V = {a, b, c} with the following introduction rules
for a ternary connective o:

[{{a:p1,c:p2},{a:p3,b:p2}}/{a,c}:o(p1,p2,p3)]
[{{c:pe},{a:ps,b:ps},{c:p1}}/{b,c}:o(p1,p2, p3)]

Their applications are of the forms:

QU{G,:’(/)hCI'LZJQ} QU{G,:’(/)g,bI'LZJQ}
Q U {a’ : 0(1/)17’(/)27’(/)3)76 : 0(17[}17/(/)27/(/)3)}
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RU{c: 2} RU{a:¢s,b:vst 2U{c: Y1}
U {b : 0(1/)171/)%77[13);0 : 0(1/)17’(/)27’(/)3)}

Definition 7. Let V be a finite set of signs.

1. A logical axiom for V is a sequent of the form {l: ¢ |l € V}.
2. The cuf] and weakening rules for V are defined as follows:

QU{l:yp|lel} RU{l:y|1le Ly}
QUi | 1€ LinLy)

weak

04
2,1
where L1,Lo CV andl € V.

The following proposition follows from the completeness of many-valued
resolution ([8]):

Proposition 2. Let © be a set of clauses and 2 - a clause. Then §2 follows
from O iff there is some §2' C (2, such that §2' is derivable from © by cuts.

Corollary 1. For a set of clauses ©, the empty sequent is derivable from © by
cuts iff © is not satisfiable.

Proof: Follows from the above proposition and the fact that © is unsatisfiable
iff the empty sequent follows from O.

We are now ready to define the notion of a “canonical signed calculus”:

Definition 8. We say that a signed calculus over a language L and a finite set
of signs V is canonical if it consists of:

1. All logical azioms for V.
2. The rules of cut and weakening (see Defn.[7).
3. A finite number of signed canonical inference rules.

Although we can define arbitrary canonical signed systems, our main quest is
for systems, the syntactic rules of which determine the semantic meaning of
the logical connectives they introduce. Thus we are interested in calculi with
a “reasonable” (or “non-contradictory”) set of rules, which allows for defining
a sound and complete semantics for the system (we shall later see that this is
also strongly related to cut-elimination). This can be captured by the following
simple syntactic coherence criterion (which is a generalization of the criterion in
[2] for canonical Gentzen-type systems).

Definition 9. We say that a canonical calculus G is coherent if ©1 U ... U O,,
is unsatisfiable whenever [©1/51 : ¢, ..., [Om/Sm : 0| is a set of rules of G, such
that S1N...N S, = 0.

3 The cut is a variation of the basic resolution rule of [8].
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Note 3. Obviously, coherence is a decidable property of canonical calculi. We also
observe that by Proposition [I, a canonical calculus G is coherent if whenever
{[61/51 : 9], .., [Om/Sm : ]} is a set of rules of G, and S1N...NS,, = 0, we have
that ©1 U...U O, is inconsistent (i.e. the empty sequent can be derived from it
using cuts). Moreover, we will shortly see that it is not sufficient to check only
pairs of rules in the definition above, as it can be the case that S; NSy # 0 and
SQﬂSg?é@, but SlﬂSQQS:g:@.

Ezample 2. 1. Consider the canonical calculus G; over £ = {A} and V = {¢, f},
the canonical rules of which are the two rules for A from Example[ll We can
derive the empty sequent from {{t: p1},{t : p2},{f : p1, [ : p2}} as follows:

{teph AFepifeme}t o
{f : p2} {t:p2}

ut

Thus G4 is coherent.

2. Consider the canonical calculus G2 over V = {a,b,c} with the following
introduction rules for the ternary connective o:

[{{a:p1},{b: p2}}/{a, b} : o(p1, p2, p3)]

[{{a: pa,c:ps}}/{ct: o(p1, 2, ps)]

Clearly, the set {{a : p1},{b : p2},{a : p2,c: p3}} is satisfiable, thus Go is
not coherent.

Next we define some notions of cut-elimination in canonical calculi:

Definition 10. Let G be a canonical signed calculus and let © be some set of
sequents.

1. A cut is called a ©-cut if the cut formula occurs in @. We say that a proof
is ©-cut-free if the only cuts in it are @-cuts.

2. A cut is called ©-analytic if the cut formula is a subformula of some formula
occurring in ©. A proof is called Q—analyticﬂ if all cuts in it are @-analytic.
We say that a sequent (2 has a proper proof from @ in G whenever 2 has a
O U {2}-analytic proof from © in G.

3. A canonical calculus G admits (standard) cut-elimination if whenever ¢ (2,
{2 has a cut-free proof in G. G admits strong cut-eliminatior] if whenever
O ¢ 2, 2 has in G a O-cut-free proof from 6.

4. G admits strong analytic cut-elimination if whenever @ k¢ (2, {2 has in
G a © U {f2}-analytic proof from ©. G admits analytic cut-elimination if
whenever Fg 2, 2 has in G a {{2}-analytic proof.

* This is a generalization of the notion of analytic cut (see e.g. [I1]).
5 Strong cut-elimination was characterized for Gentzen-type systems in [5].
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Ezample 3. Consider the following calculus G’ for a language with a binary
connective o and V = {a, b, c}. The rules of G’ are as follows:

By = [{{a:pi}}/{a,b} o] Ro = [{{a:pi}}/{b,c}: o]

The following proof of {b: p1,c¢: p1,b: (p1 op2)} in G’ is proper, as the cut in
the final step is analytic:

{a:p1,b:p1,c:p1} R {a:p1,b:p1,cip1}
{b:pi,cipibi(props),c:(prop)} ° {bipi,cipia:(props),b:(piops)}
{b:pr,c:p,b: (prop2)}

Ry
cut

4 Modular Semantics for Canonical Calculi

We now describe a general method of providing modular semantics for canonical
signed calculi based on Nmatrices. But first let us explain the intuition behind
the need for non-determinism. Consider the standard Gentzen-type introduction
rules for negation, which can be represented as follows in terms of signed calculi:

Ht:p3/ A0t [/t e

The corresponding semantics is of course the classical truth-table for negation,
according to which =(t) = f (corresponding to the first rule) and =(f) = ¢
(corresponding to the second rule). Now suppose we would like to follow in-
tuitionistic logic and discard the second rule, which corresponds to the law of
excluded middle. We have a case of underspecification, as it is unclear what
should now be the truth value of =(f). Nmatrices deal with underspecification
in a natural way: if =(f) is underspecified, then it can be either ‘¢’ or ‘f’, and
so we set S(f) = {¢, f}.

We start by defining semantics for the most basic signed canonical calculus -
the one without any canonical rules.

Definition 11. Géﬁ’v) is the canonical calculus for a language L and a finite
set of signs V, whose set of canonical rules is empty.

Henceforth we assume that our language £ and the set of signs V are fixed, and
so we shall write G instead of Géﬁ’v)
coherent.

We now define a strongly characteristic Nmatrix for Gy. It has the maximal

degree of non-determinism in interpreting all of the connectives of L.

. It is easy to see that Gy is (trivially)

Definition 12. Let Mg = (V,D,0) be the Nmatriz for L, in which for every
n-ary connective ¢ of L: 3(ay,...,an) =V for every ay,...,a, € V.

Theorem 1. My is a strongly characteristic Nmatrixz for Gg.
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Proof: The proof is a simplified version of the proof of Theorem [2in the sequel.

Now we turn to the modular effects of canonical rules: each rule added to the ba-
sic canonical calculus imposes a certain semantic condition on the basic Nmatrix
My, and coherence guarantees that these semantic conditions are not contra-
dictory. For formalizing this we shall need the following technical propositions:

Definition 13. Let V be a set of signs. For {a1,...,an) € V", the set of clauses
Clas,....an) 18 defined as follows:
Clar,sany = a1 i pr}{a2 i p2}, oo {an : pu}}

Definition 14. We say that a set of clauses © is n-canonical if the only atomic
formulas occurring in © are in {py, ..., pn}.

Corollary 2. Let©1,0s...,0,, be some n-canonical clauses. If the sets of clauses
Clar,ean) VO, s Cay o0y UOm, are satisfiable, then so is the set ©1UO3...UO,y, .

Corollary 3. Let © be an n-canonical clause. OUCq, | . 4. is consistent iff for
every {2 € O there is some 1 < i <mn, such that a; : p; € {2.

Now we define the semantic condition corresponding to each canonical rule:

Definition 15. Let R be a canonical rule of the form [©/S : o]. Cond(R), the
refining condition induced by R is defined as follows:

Cond(R): For ay,...,an € V: if Cig, . 4,y UO is consistent, then
3(ay,...,an) C S.

Intuitively, a rule [©/S : ©] causes the deletion of all the truth-values which
are not in S. Whenever some rules [©1/57 : 9], ..., [Om/S2 : ©] “overlap”, their
overall effect leads to S1 N ...N S, (as we will see below, the coherence of a
calculus guarantees that S; N ... N Sy, is not empty in such a case).

Definition 16. Let G be a signed canonical calculus.

1. Define an application of a rule [O/S : o] of G for some n-ary connective ©
g n
on @ = (ay,...,an) € V" as follows:

S if ©UCs is consistent

V otherwise

/5 :o](a@) = {

2. Mg = (V,D,0) is the Nmatriz, in which for every n-ary connective ¢ for
L and every @ = {(ay,...,a,) € V":

Spme(@) = {I0/S:0)(@) | [6/5 : 0] € G}

Proposition 3. If G is coherent, then Mg is well-defined.



Canonical Signed Calculi, Non-deterministic Matrices and Cut-Elimination 39

Proof: It suffices to check that for every n-ary connective ¢ and every a, ..., a, €
V, dmg (a1, ..., ayn) is not empty. Suppose by contradiction that for some n-
ary connective ¢ and some aq,...,a, € V, 3(ay,...,a,) = 0. But then there
are some rules [©1/S7 : 9|,...,[01/Sm : ¢], such that S; N ...N S, = 0 and
_____ an)s s Om UClqy, . a, are consistent. By Corollary[2 61 U ...0,, U
Clay,...,a,) 18 consistent, and so is ©1U...UO,,, in contradiction to our assumption
about the coherence of G.

Example 4. Consider a calculus G with the following canonical rules for a unary
connective o for V ={¢t, f, T, L}:

{t:pi}/{th o] [{f :pa}/{f L)ool

{f:p1,L:ipi}/{t, L} : o]

and the rule for conjunction from Example [Tk

{{S o0, fop2} /S A

Then the interpretations of A and e in Mg are as follows:

ANt f T L °

t vV {ftv v t {t}
FAASASASY F L
T VY A{frV Vv T VY

L v {frv v 14t 1}

Let us explain how the truth-tables are obtained. We start with the basic Nma-
trix Mo, for which e, () =V and A, (z,y) =V for every x,y € V. Consider
the first rule for e. Since {{t : p1}} is only consistent with C,, this rule affects
e 1, (t) by deleting the truth-values f, T, L from &4, (), and so e, (t) = {t}.
The second and the third rules both affect the set ¢, (f) (since the sets {{f :
p1}}and {{f : p1, L : p1}} are both consistent with C(y): the second rule deletes
the truth-values ¢, T, while the third deletes T, f from ®q,. Thus we are left with
o0 (f) = {L}. The third rule also dictates e, (L) = {¢, L}. Finally, as we
have underspecification concerning @, (T), in this case 8 pq,(T) = {¢, f, T, L}.
As for the the rule for A, the set {{f : p1, f : p2}} is consistent with C(, ,, when-
ever at least one of z,y € V is ‘f, and so the rule deletes ¢, T, 1 from A, (z,y)
for every such z,y.

Now suppose that we obtain a new calculus G’ by adding the following rule
for A to G (clearly, G’ is still coherent):

{{t:p1 Topid {Lopa, fropad} /{132 A
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This rule deletes the truth-values ¢, T from A, (z,y) for every z € {t, T} and
y € {f, L}. Thus the truth-table for A in M¢ is now modified as follows:

At f T L

t v {ft v {1}
A Y
TV A v AL

L v{ftv Vv

Note 4. It is easy to see that for a coherent calculus G, Mg is the weakest refine-
ment of My, in which all the conditions induced by the rules of G are satisfied.
Thus if G’ is a coherent calculus obtained from G by adding a new canonical rule,

¢ can be straightforwardly obtained from Mg by some deletions of options
as dictated by the condition corresponding to the new rule.

Note 5. Tt is easy to verify that for the two-sided case studied in [2], the Nma-
trix Mg defined above is similar to the two-valued Nmatrix constructed there.
However, our construction of Mg above is much simpler: a canonical calculus
in [2] is first transformed into an equivalent normal form calculus, which is then
used to construct the characteristic Nmatrix. The idea is to transform the cal-
culus so that each rule dictates the interpretation for only one tuple (ai, ..., a).
However, the above definition shows that the transformation into normal form
is not necessary and M can be constructed directly from G.

Theorem 2. For every coherent canonical calculus G, Mg is a strongly char-
acteristic Nmatriz for G.

Proof: The proof of strong soundness is not hard and is left to the reader. For
strong completeness, suppose that {2 has no proper proof from @ in G. We will
show that this implies @ g, §2. It is a standard matter to show that {2 can be
extended to a maximal set §2*, such that (i) no 2/ C £2* has a © U {2}-analytic
proof from @ in G, and (ii) all formulas occurring in 2* are subformulas of
formulas from © U {£2}. We now show that £2* has the following properties:

1. If (a1, ..., an) = {b1,...,br} and it also holds that by : (1, ..., Vn), ..., b =
(11, ...y ) € 2% then a; : 1; € 2* for some 1 < i < n.

2. For every formula v which is a subformula of some formula from 6, there is
exactly one [ € V, such that [ : ¢ & 2*.

Let us prove the first property. Suppose by contradiction that for some ay, ..., a,
eV, <~>(a17...7an) = {bl, ...,b}c} and by : 0(1/)17...7¢n)7...7bk : 0('@[)1, ,'l/)n) e N,
but for every 1 < i < n, a; : ¥; € 2*. By the maximality of 2%, for every
1 < i < n there is some 2] C 2*, such that 2! U {a; : 1;} has a © U {2}-
analytic proof from © in G. First observe that {by,...,b;} # V (otherwise (2*
would contain a logical axiom, in contradiction to property (i) of £2*). Then b

definition of M there are some rules in G of the form Ry = [£1/S51 : 9], ..., R =
[Zm/Sm = ©], such that 51 U Cia, . anys s Sm U Clqy ... a,) are consistent and
S1N...NSy, = {b1,...,bx}. Nowlet 1 < j < mand X € =;. By Corollary[3] there is
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some 1 < kx < n, such that (ay, : pry) € X (since Z;UCq,, . q,) is consistent).
Now by our assumption, 2, U {aky : ¥k} has a © U {2}-analytic proof from
6 in G. By applying weakening we get a © U {§2}-analytic proof of (2} U X*
from © in G for every X' € 5, where X* is obtained from X' by replacing p, by
Y, for all 1 < r < n. By applying weakening and the canonical rule R;, we get
a © U {N2}-analytic proof of Uzegj . US; oty ...,¢p) from O in G. Thus
for all 1 < j <, there is some {2; C 2, such that £2; U{S; : o(¢1, ..., ¢n)} has
a © U {§2}-analytic proof from © in G. Now by applying © U {{2}-analytic cuts
(recall that we assumed that {by,...,br} : o(¥1, ..., 1) € 2* and so o(¢Y1, ..., Yn)
is a subformula of some formula from ©@U{2}), we get a O U{2}-analytic proof
of QU...U2nU{S1N...NShm 01,0y ¥n)} = 21U ULy, from © in G | in
contradiction to property (i) of £2*.

Now we prove the second property. Let ¥ be a subformula of some formula
from ©. Then there must be some [ € V, such that [ : ¢ ¢ 2* (otherwise £2*
contains a logical axiom). Suppose by contradiction that there are some Iy # lo,
such that Iy : 4,1y : ¢ & 2*. By the maximality of 2%, then there are some
21,02, C 2% such that 2] U {l; : ¥} and 2, U{l2 : ¥} have © U {2}-analytic
proofs from © in G. But then by applying (6 U {§2}-analytic) cuts, we get a
O U {2}-analytic proof of §2; U 2, C 2* from O in G, in contradiction to
property (i) of £2*.

Next we define the partial valuation v on the subformulas of ©U{ {2} as follows
by induction on the complexity of formulas. According to our goal, v is defined
so that v(¢) # s for every (s : @) € £2*. First, let p be an atomic formula.
As 2* cannot contain a logical axiom, there must be some sg € V, such that
(so : p) & 2%. Define v(p) = sg. Suppose we have defined v for formulas with
complexity up to I, and let ¢ = o(41, ..., ¥y,), where each v; is of complexity at
most [. Hence v(v;) is already defined for each i. Now suppose that for every
1 <i<n: o) =a; and 3(aq,...,an) = {b1, ..., b }. Then there must be some
b € {b1,...,br}, such that (b : ¢p) & §2* (otherwise by property 1 there would
be some j, such that (a; : ;) € 2%, contradicting the induction hypothesis).
Define v(¢)) = b. By the above construction, v is Mg-legal and vk, 2*. Now
let X € ©. Then there must be some a : ¢ € X, such that a : ¢ ¢ 2* (otherwise
X C %, while X has a ©U{2}-analytic proof from © in G). By property 2, for
every | € V\ {a}, (I :¢) € £2*. By the property of v proven above, v(y) # [ for
every V \ {a}. Thus v(¢)) = a, and so v =, X. By Proposition [T} the partial
valuation v can be extended to a full Mg-legal valuation v¢. Thus we have
constructed an Mg-legal valuation vy, such that vy = O, but vl 2.
Hence, O /12

From the proof of Theorem [2l we also have the following corollary:

Corollary 4. Any coherent canonical calculus admits strong analytic cut-
elimination.

Note 6. [3] provides a full axiomatization of finite Nmatrices: a canonical co-
herent signed calculus is constructed there for every finite Nmatrix. Theorem
provides the complementary link between canonical calculi and Nmatrices: every
canonical coherent signed calculus has a corresponding finite Nmatrix.
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5 Characterization of Cut-Elimination

In this section we provide a characterization of the notions of cut-elimination
from Defn. We start with the following theorem, which establishes an ezact
correspondence between coherence of canonical calculi, non-deterministic matri-
ces and strong analytic cut-elimination:

Theorem 3. Let G be a canonical calculus. The following statements concerning
G are equivalent.

1. G is coherent.

2. G has a strongly characteristic Nmatriz.
3. G admits strong analytic cut-elimination.
4. G admits analytic cut-elimination.

Proof: (1) = (2) by Theorem [21

(1) = (3) by Corollary @

(3) = (4) by definition of strong analytic cut-elimination (Defn. [I0]).

Next we prove that (2) = (1). Suppose that G has a strongly characteristic Nma-
trix M and suppose for contradiction that GG is not coherent. Then there are some
rules Ry = [O1: /S1:9], s Ry = [Om 1 /S : ©] in G, such that © = ©,U...UO,,
is consistent and S1N...NS,, = (0. By applying the rule R; on ©; forall1 < j < m,
we get a proof of S; : o(p1, ..., pn). Then by applying cuts we derive the empty se-
quent from ©1 U ... U O,,. Let v be any M-legal valuation which satisfies © (such
valuation exists since @ is consistent). But by the strong soundness of M for G,
v must then satisfy the empty set, reaching a contradiction.

Finally, we prove that (4) = (1). Suppose that G admits analytic cut-
elimination but is not coherent. Then again there are some rules [©; : /S7 :
O]y ey [Om = /Sm 1 ©] in G, such that © = ©1 U ... U ©,, is consistent and
S1N...8,, = 0. Let v be a valuation which satisfies © (such valuation exists since
© is consistent). Let IT be the set of all signed formulas a : p; (for 1 < i < n),
such that v(p;) # a. Then for every 2 € ©: IT U {2 is a logical axiom (indeed,
since v satisfies {2 there is some 1 < j < n, such that v(p;) : p; € 2. Then for
every a € V \ {v(p;)}, a : p; € II). By applying the above rules and then cuts
11 is provable in G:

muet .. MU nmnuey .. ouaep
TuUSy :o(p1y-sPn) v TTUS,, :0(p1, ey Pn)
7 cut
where for all 1 < j < m: O, = {Q{, vy Qi]} IT consists of atomic formulas

only and does not contain a logical axiom, and so it has no © U {{2}-analytic
proof in G (from §), in contradiction to our assumption that G admits analytic
cut-elimination.

Next we turn to strong cut-elimination. The following example shows that the
quadruple correspondence from Theorem [J fails if one wants to eliminate also
analytic cuts:
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Ezample 5. Consider the calculus G’ from Example Bl Clearly, G’ is coherent.
An analytic proof of the sequent {b : p1,¢ : p1,b : (p1 o p2)} is given in that
example. However, it is easy to show that this sequent has no cut-free proof in
G’. We will shortly see that by adding the rule Rg = [{{a : p1}}/{b} : o] to G’
cut-elimination is guaranteed.

Thus coherence is not a sufficient condition for strong cut-elimination. Therefore
a stronger condition is provided in the next definition:

Definition 17. A canonical calculus G is dense if for every ai,...,a, € V and
every two rules of G [01/81 : o] and [O2/S> : 0|, such that ©1 UO2 U Cig, a4,
is consistent, there is some rule [©/S : o] in G, such that © U Ciq, . 4.y is
consistent and S C S1 N Ss.

Note 7. Tt is easy to see that the density of a canonical calculus is decidable
(recall also the analogous Note Bl on coherence).

Lemma 1. Let G be a dense canonical calculus. Let [©1/S1 : 0], ..., [Om/Sm : 9]
be such rules in G, that ©1U...UBO,, is consistent. Then for every aq, ...,a, € V,
for which ©1,...,0, UCy, . 4,y is consistent, there is some S C S1 M ...N Sy,
such that [©/8 : o] is a rule in G and @ U C(q, . 4, is consistent.

Corollary 5. Fvery dense canonical calculus is coherent.

Proof: Suppose that G is dense and let [©1/S51 : ¢],...,[@m/Sm : ©| be such
rules of G, that S; N...N S, = (). Suppose by contradiction that ©1 U ... U O,
is consistent. By Lemma [I} there is some canonical rule [©/S : ¢] in G, such
that S C S1N...N Sy,. By definition of a canonical rule (recall Defn. ) S is
non-empty, in contradiction to our assumption. Thus G is coherent.

Now we can provide an exact characterization of canonical systems which admit
standard and strong cut-elimination:

Theorem 4. Let G be a canonical calculus. The following statements concerning
G are equivalent:

1. G is dense.
2. G admits cut-elimination.
3. G admits strong cut-elimination.

To prove the theorem, first we need the following propositions:

Proposition 4. Let G be a dense calculus. If £2 has no cut-free proof from ©
in G, then © t/a 02.

Proof: Similar to the method used in the proof of Theorem 21

Lemma 2. Let G be a coherent calculus over a language with an n-ary con-
nective o. Assume that G has at least one canonical rule [©/Sy : ©], such that
OUCa,,....a,) 8 consistent. Let £2 be a set of signed formulas of the form a : ),
where ¥ € {p1,..e; Dn, o(P1, -, Pn) }- If 2 has a cut-free proof in G, then either
(i) 2 is a logical aziom, or (i) o(p1,...,pn) € 2 and there is a rule [Z/S : o] in
G, such that U Cq,, . 4,y is consistent and S C {a | a: o(p1,...,pn) € 2},

.....
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Proof of Theorem [t

(I = 3): Let G be a dense calculus. Then by Proposition [ it is also coherent
and so M is well-defined. If © k¢ §2, then O Faq,, §2. Thus by Proposition[] {2
has a cut-free proof from ©. Clearly, also (3 = 2) holds. It remains to show that
(2 = 1). Suppose that G admits cut-elimination and assume by contradiction
that GG is not dense. Then there are some aq,...,a,, € V and some rules Ry =
[01/51 : o] and Ry = [02/8S, : o, such that ©; UBOy Uy, . 4,) is consistent
and S; N Sy # 0, but there is no rule [©/S : o] in G, such that @ U C(q, . 4,)
is consistent and S C S1 N Sa. Now let 29 = J;<;<,,{V \ {ai} : pi}. By lemma
Bl for every 2 € @1 U O,, there is some 1 < i < n, such that a; : p; € £2. Thus
for every 2 € ©1 U Oy, 2U () is a logical axiom. Let ©; = {2{,..., 21} and
Oy = {23,...,22}. By applying the two canonical rules and then cuts we get a
proof of 25U S NSy : o(p1, ..., pn) in G:

U2y ... LUy DUy ... 22 U8

QoUSL 01, epn) 20U Sy (1, s pr)
DoU (S1NS2) :o(p1y-es Pn)

2
cut

However, since £29 U (S1 N S2) : o(p1, ..., pn) 18 not a logical axiom, by Lemma
it has no cut-free proof in G, in contradiction to our assumption.

Note 8 (A constructive proof). The semantic proof of cut-elimination in Theo-
rem [ is not constructive, i.e. it does not provide an algorithm for eliminating
cuts in a derivation. A syntactic constructive proof can be obtained by an adap-
tation of the proof of Theorem 4.1 of [7] to the context of canonical calculi.

Finally, we turn to the special case of canonical calculi with two signs (this
includes the canonical Gentzen-type calculi of [2]) the following proposition can
be easily shown:

Proposition 5. A canonical calculus with two signs is dense iff it is coherent.

Corollary 6. The following statements concerning a two signed canonical cal-
culus G are equivalent):

1. G is coherent.

2. G is dense.

3. G has a strongly characteristic Nmatriz.
4. G admits strong analytic cut-elimination.
5. G admits analytic cut-elimination.

6. G admits strong cut-elimination.

7. G admits standard cut-elimination.
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Abstract. In this paper we study several properties of the Exogenous
Probabilistic Propositional Logic (EPPL), a logic for reasoning about
probabilities, with the purpose of introducing a temporal version - Ex-
ogenous Probabilistic Linear Temporal Logic (EPLTL). In detail, we give
a small model theorem for EPPL and introduce a satisfaction and a model
checking algorithm for both EPPL and EPLTL. We are also able to pro-
vide a (weakly) complete calculus for EPLTL. Finally, we conclude by
pointing out some future work.

1 Introduction

Reasoning about probabilistic systems has been a very important research sub-
ject with applications in many fields such as security, performance analysis,
system verification, traffic analysis and even bioinformatics. In this context, the
use of formal methods, and in particular of logic, via syntactic (computer-aided
proof systems) and semantic (model-checking tools) approaches, has been highly
beneficial to the community.

In this paper we consider a temporalization of the Exogenous Probabilistic
Propositional Logic (EPPL) [16] to reason about the evolution of probability
distributions described by probabilistic programs and processes. The term ex-
ogenous was coined by Kozen in [I1] to express that the probabilities had proper
syntax and were not hidden in the propositional symbols or connectives (like in
PCTL [0]). The state logic is an extension of the probabilistic logic proposed by
Fagin et al [8] where we allow to make classical restrictions over probabilistic
spaces. EPPL was initially introduced in [I5] to reason about quantum states
and further developed in the context of a Hoare-like logic [5]. EPPL seman-
tics is obtained by taking the exogenous semantics approach to enrich a given
logic—the models of the enriched logic are sets of models of the given logic with
additional structure. This approach was inspired by the possible worlds seman-
tics originally proposed by Kripke [12] for modal logic. A model of EPPL is a
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set of possible valuations over propositional symbols (which, for instance, may
denote memory cells of a probabilistic program) along with a probability space
that gives the probability of each possible valuation. Indeed, as discussed in this
paper, EPPL models can be reformulated more precisely as Bernoulli stochastic
processes where the index space is the set of propositional symbols.

EPPL differs significantly from probabilistic arithmetical assertion logics, such
as the state logic of the probabilistic dynamic logic given in [I1], where formulas
are interpreted as measurable functions and the connectives are arithmetical op-
erations such as addition and subtraction. Inspired by the dynamic logic in [IT],
there are several important works in probabilistic Hoare logics, e.g. [T0JI7], where
the state formulas are either measurable functions or arithmetical formulas in-
terpreted as measurable functions. Intuitively, the Hoare triple {f} s {¢g} means
that the expected value of the function g after the execution of s is at least as
much as the expected value of the function f before the execution. Although
research in probabilistic logics with arithmetical state logics has yielded several
interesting results, the formulas themselves do not seem very intuitive. Indeed,
a high degree of sophistication is required to write down assertions needed to
verify relatively simple programs. For this reason, it is worthwhile to investi-
gate dynamic versions of truth-functional probabilistic logics, such as EPPL. In
this paper we present in detail a linear temporalization of EPPL, that we call
Exogenous Probabilistic Linear Temporal Logic EPLTL.

The contributions of this paper, taking into account the results presented in
[16] are significant. We show that we are able to adapt the technique by [§]
to obtain a small model theorem with polynomial bound. Capitalizing in the
small model theorem we are able to set a PSPACE bound to the SAT problem
for EPPL, which was previously thought to be in EXPSPACE [15]. From the
SAT algorithm we are able to derive a simpler Hilbert calculus for EPPL than
that presented in [16]. We also discuss in details the model-checking of the logic.
Moreover, we are able to provide a complete calculus for the temporal extension,
EPLTL, together with a SAT and model-checking algorithm.

This paper is structured as follows. In Section [2] we present the main results
concerning EPPL. In Section [J] we present the linear temporalization of EPPL,
and in Section [ we point out some future directions.

2 Probabilistic State Logic

2.1 Syntax

Following the exogenous approach, the language of EPPL consists of formulas
at two levels. The formulas of the first level — basic formulae — allow us to
reason about program variables and states, that at this point we abstract as a
finite set of propositional symbols A. The formulas of the second level — global
formulae — allow us to perform probabilistic reason. We also consider probabilistic
terms, build over a set of real logic variables Z, to denote real numbers used for
quantitative reasoning at the global formulae level. The syntax of the language
is given by mutual recursion as presented in Table [l
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Table 1. EPPL syntax

B=p(=8)](B=7P) basic formulae
t=z[0010(B))E+t)[(t-1) probabilistic terms
S=0O8)1BALTEL) ] (~8)[(6D0) global formulae
where p € A, z € Z.
Concerning basic formulae, ranged over by 3, 1,..., we assume the usual

propositional abbreviations for falsum L, disjunction (51 V 32), conjunction (31 A
B2) and equivalence () < [32).

The probability terms, ranged over by ¢,¢1, ..., denote the real numbers. We
assume a finite set of (deterministic) real variables, Z, ranging over algebraic
real numbers. The probability terms also contain the 0 and 1 real constants that,
together with addition, multiplication and the set of logical variables, allow us
to express all algebraic real numbers [2]. The probability term ( [3) denotes the
probability of the set of elements that satisfy 3. The terms of the kind ( [8) shall
henceforth be called measure terms.

The global formulas, ranged over by 6,61, ..., are built from modal formulas
(OB), independence formulas (51 1L f2), comparison formulas (¢; < t2) and the
connectives ~, D. The modal formula (F) allows us to impose restrictions on
the probability space, namely to impose that all elements of the sample space
satisfy §. We shall also use (03) as an abbreviation for (~(C(=0))). Intuitively,
(0P) is satisfied if there is at least one valuation in the probability measure
that satisfies 3. Observe that [J and ¢ are not full fledged modalities, since they
cannot be nestedl. The independence formulas (57 1L (3) states that the event
described by (1 is independent from the event fs.

Other global connectives {f, U, N, =} and comparison predicates {=, #, >, <, >}
are introduced as abbreviations in the classical way. For instance, the global falsum
f stands for (Op N (~Op)) and (t1 = t2) stands for ((¢t1 < t2) N (t2 < t1)).

The notion of occurrence of a term t and a global formula §; in the global
formula 6 is defined as usual. The same holds for the notion of replacing zero
or more occurrences of probability terms and global formulas. For the sake of
clarity, we shall often drop parentheses in formulas and terms if it does not lead
to ambiguity.

We shall also identify here a useful sublanguage of probabilistic state formulas
which do not contain any occurrence of a measure term.

k= (@< a) ] (~e) ] (52 R)
a:=z[0]1](a+ )| (ec)

The terms of this sublanguage will be called analytical terms and the formulas
will be called analytical formulas. This language is relevant because it is possible
to apply the SAT algorithm for the existential theory of the real numbers to any
analytical formula.

! We do not have formulas such as O(C3).
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2.2 Semantics

The models of EPPL are tuples m = (2, F, u, X) where (2, F, 11) is a probability
space and X = (X))pea is a stochastic process over ({2, F, 1) where each X, is a
Bernoulli random variable, that is, X, ranges over 2 = {0,1}. Observe that each
basic EPPL formula 3 induces a Bernoulh random variable X : {2 — 2 defined as
follows: X 5)(w) = 1 — X(w); and X (g, g,) (@) = max((1 = Xp, (), Xg, (w)):
So, each basic formula 3 will represent the measurable subset {w € 2 : Xg(w) =
1}. Moreover, each w € 2 induces a valuation v,, over A such that v, (p) = Xp(w),
for all p € A. Given an EPPL model m = (£2, F, u, X) and attribution p : Z — R
for real variables, the denotation of probabilistic terms is as follows:

- [[Z]]m,p = ;0(2'); [[Oﬂm,p =0; [[1 m,p —
- [[tl + t2ﬂm7p = [[tlﬂmm + [[t2]]m7pv [[t ﬂm P [[tlﬂm pe [[t2ﬂm P and
— [ B)lmp = [ Xpdu = p(X5" (1))

Note that the term [([3)]m,, gives the expected value of Xg. Since X3 is a
Bernoulli random variable, the expected value is the same as the probability of
observing an outcome w, such that v, satisfies (.

Moreover, the satisfaction of global formulas is given by: m, p IF (Og) iff 2 =
X5 (1); myplk (By AL B2) iff X, 1L X5 m, plF (t1 < to) iff [t1]mp < [t2]m.p;
m, p - (~6) iff m,plff 6; and m, p Ik (61 D 82) iff m, p Ik 62 or m, p I} 65.

Probabilistic terms without occurrences of real variables are called closed
terms. A global formula only involving closed terms is called a closed global for-
mula. Clearly, the denotation of closed terms is independent of the attribution.
Consequently, the satisfaction of closed global formulas are also independent of
the attribution. So, in these cases, we drop the attribution from the notation.

Remark 1. To design a SAT algorithm for EPPL it is important to make some
observations on EPPL models. Let Vi, = {v, : w € 12} be the set of all valuations
over A induced by m. The basic cylinders, also called rectangles, of an EPPL
model m are the subsets B(by...bg) ={v € Vi, : v(p1) = b1,...,v(pr) = bi} for
k>0,p1,...,p € A and by,...,b; € 2. Let B, be the set of all basic cylinders
of m. Observe that an EPPL model m = (£2,F, u, X) induces a probability space
Py = (Vin, Fon, b)) over valuations, where Fp, C 2Vm s the o-algebra generated
by the basic cylinders By, and p, is defined over basic cylinders by pm(B) =
p{w € 2 : v, € B}) for all B € By,. Moreover, given a probability space over
valuations, P = (V,F,u) we can construct an EPPL model mp = (V, F, p, X)
where Xp(v) = v(p). It is easy to see that m and mp, satisfy precisely the
same formulas. This means that it is enough for a SAT algorithm to search for
probability spaces over valuations.

Given that we are working towards a complete Hilbert calculus for EPPL through
a SAT algorithm, it is relevant to understand whether EPPL fulfills a small model
theorem. If this is the case then an upper bound on the size of the satisfying
models would imply the decidability of the logic (since it would be enough to
search for models up to this bound).
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Remark 2. The semantic of the independence formulas (5 AL [33) allow us to
substitute in global formulas all its occurrences by the conjunction

((JBu A B2) < (JB)([B2)) V(B B2) < ([ Br A B2))-

2.3 Small Model Theorem

To obtain a small model theorem we start by defining a quotient construction.
Let 6 be an EPPL formula. We denote the sets of inequalities and basic subfor-
mulas occurring in § by iq(6) and bsf(6), respectively. Moreover, we denote the
(finite) set of propositional symbols that appear in 8 by prop(8). Given a formula
6 and an EPPL model m = (2, F, u, X), we define the following relation on the
sample space £2: wy ~g we It X, (w1) = Xp(w2) for all p € prop(d).

Let prop,, (6) be the subset of propositional symbols of § such that X, (w) = 1.
We denote by [w]s the ~ class of w. Taking an EPPL model m = (£2, F, u, X) and
an EPPL formula 4, we define the quotient model m/ ~s= (£, F', i/, X') where:
) = 2/ ~s is the finite set of ~s classes; F' = 29" is the power set o-algebra;
p'(B) = u(UB) for all B € F'; and X ([w]s) = Xp(w) for all p € A.

Next, we check that the quotient model is well defined.

Proposition 1. Let m = (2, F, u, X) be an EPPL model and § an EPPL for-
mula, then m/ ~s= (', F', 1/, X’) is a finite EPPL model .

Now, we prove that satisfaction is preserved by the quotient construction and,
consequentially, that any satisfiable formula has a finite discrete EPPL model
of size bounded by the formula length. We take the length of a basic formula,
probabilistic terms or global formula, to be the number of symbols required to
write the formula or term. The length of a formula or term ¢ is denoted by |£].

We are now able to establish a small model theorem for EPPL. We refer the
reader to the Appendix for a detailed proof of the result. Observe that at first
sight, to construct a model for a formula &, we need O(2/°!) algebraic real num-
bers to describe the probability measure of the o-algebra over the propositional
symbols occurring in . However, adapting a technique for eliminating spurious
variables in linear programming (already used in [8]), we are able to set this
bound to be just linear.

Theorem 1 (Small Model Theorem). If§ is a satisfiable EPPL formula then
it has a finite model using at most 2|6| + 1 algebraic real numbers.

The small model theorem does not put a bound on the size of the representation
of the algebraic real numbers. Indeed, an algebraic real number can be repre-
sented as the root of a polynomial of integers, and this polynomial could increase
without any bound. Fortunately, thanks to the fact that the existential theory
of the real numbers can be decided in PSPACE [4], we find a bound on the size
of the real representations in function of the size of the formula, which will lead
to a SAT algorithm for EPPL.
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2.4 Decision Algorithm for Satisfaction

The decision algorithm for EPPL satisfaction uses the decidability of the existen-
tial theory of the real numbers and the small model theorem. Before presenting
the algorithm we introduce some notation. Like before, given an EPPL formula
6 we will denote by iq(6) the set of all subformulas of 6 of the form (¢; < t9).
Moreover, we denote by bf5(68) the set of all subformulas of § of the form OIS,
by ip(6) the set of all subformulas of the form 3y I B3 and by at(é) the set of
all global atoms of ¢, that is, at(6) = bfg(6) Uiq(6) U ip(6). By an exhaustive
conjunction e of literals of at(6) we mean that € is of the form a3 N ... N ax
where each «; is either a global atom or a negation of a global atom. Moreover,
all global atoms or their negation occur in €, so, k = |at(6)|. At this stage, we
consider the EPPL formula € where in ¢ all global atoms 3y 1L 35 are substitute
by the global conjunction in Remark [2l Given a global formula §, we denote
by ¢, the propositional formula obtained by replacing in é each global atom
«a with a fresh propositional symbol p,, and replacing the global connectives ~
and D by the propositional connectives — and =, respectively. We denote by v,
the valuation over propositional symbols p, such that v.(p,) = 1 iff @ occurs
positively in e.

Given an exhaustive conjunction e of literals of at($), we denote by Ibf(e)
the set of basic formulas such that 5 € lbfg(e) if OF occurs positively in € (that
is, not negated). Similarly, the set of basic formulas that occur nested by a ~J in
¢ is denoted by lbfo- (). Finally, we denote all the inequalities occurring in € by
lig(e). This last set contains the new inequations introduced by the substitution
of the independence formulas.

Given a global formula « in lig(e) we denote by & the analytical formula
where all terms of the form ([3) are replaced in a by > vevuls To Where each
T, is a fresh variable. We need the PSPACE SAT algorithm of the existential
theory of the reals numbers [4], that we denote by SatReal. We assume that this
algorithm either returns no model, if there is no solution for the input system
of inequations, or a solution array p, where p(z) is the solution for variable z.
We denote by var(é) the set of real logical variables that occur in 6. Given a
solution p for a system with X variables and a subset ¥ C X, we denote by pyy
the function that maps each element y of Y to p(y).

Theorem 2. Algorithm [0 decides the satisfiability of an EPPL formula in
PSPACE.

2.5 Completeness

In [I6] it is shown that a superset of axioms and inference rules in Table 2 is
a sound and a (weakly) complete axiomatization of EPPL. Herein, and thanks
to the EPPL SAT algorithm, we are able to show that the calculus presented in
Table 2] is weakly complete.

It is impossible to obtain a strongly complete axiomatization for EPPL (that
is, if A IF § then A F 6, for arbitrary large A, possibly infinite set) because the
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Algorithm 1: SatEPPL(6)

Input: EPPL formula 6
Output: (V,u) (denoting the EPPL model m = (V, 2V, u, X)) and attribution p
or no model

1 compute bfg(6),ip(6),iq(8) and at();

2 foreach exhaustive conjunction ¢ of literals of at(6) such that v, IF 6, do

3 compute lbfg(e), Ibfo-(g) and lig(e);

4 foreach V C 2Fm°P(®) guch that 0 < |[V| < 2|6] + 1, V I Albfo(e) and
VI B for all 8 € lbfo-(c) do

5 K (Zver” = 1) n (ﬂveVO S x”);
6 foreach « € lig(e) do
7 K+— KNQ&;
8 end
9 p «—— SatReal(k);
10 if p # no model then
11 Ho < Pl{zyveV};
12 Pp < Plvar(s)s
13 return (V, u,) and attribution p,;
14 end
15 end
16 end

17 return (no model);

logic is not compact [16]. Nevertheless, weakly completeness is enough for software
verification, since a program specification generates a finite number of hypotheses.

Concerning the axiomatization of Table [ we consider an Hilbert system -
recursive set of axioms and finitary rules. We recall the axiom schema ROF
is decidable thanks to Tarski’s result on the decidability of real ordered fields.
Thus, the axioms in Table[2 constitute a recursive set. Note that the ROF axiom
allow us to separate the reasoning about probabilities from the reasoning about
real numbers.

We can simplify the proof in [16] thanks to the SAT algorithm presented before.
The soundness of the calculus of Table[lis straightforward, and so, we focus on the
completeness result. Again, we refer the reader to the Appendix for a detailed proof.

Theorem 3. The set of rules and azioms of Table [ is a weakly complete ax-
tomatization of EPPL.

2.6 Model Checking

Given a finite set of propositional symbols A and using the small model theorem
we can consider that all EPPL models are defined over a discrete and finite
probability space.

Since for the model-checking procedure we have to deal with computer rep-
resentation and, in practice, probabilities are represented by floating points
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Table 2. HCgpp. : complete calculus for EPPL

Axioms

[CTaut] Fepp. (O8) for each valid propositional formula g;

GTaut] beppy 6 for each instantiation of a propositional tautology 6;
Lift =] Fepe (O(B1 = B2) D (OB D Op2));

[

[

[Eqv 1] Feepe (OL =1);

[Indep| tepre (61 AL B2) = (([B1 A B2) = ([B1)([B2));

[ROF] Fepepe (t1 < t2) for each instantiation of a vahd analytical inequality;
[Prob] e ((fT) =1);

FAS) o ((LGH A B) = 0) > (0 = 1)+ 152

Mon]  Feeer (O(B1 = B2) D ((fB1) < ([B2)));

Inference rules
[MP] 61, (61 D 62) FeppL 62.

and not symbolically by algebraic real numbers, we consider only EPPL models
m = (2, F, u, X) specified with floating point arrays (like is usual in other prob-
abilistic model checkers, such as PRISM [14/T3]). Observe that, since floating
point numbers are rational numbers, they are also algebraic real numbers and
so, the semantics given in Section does not require any modification to deal
with floating points. We represent an EPPL model as a |A4| x |£2|-matrix X of
boolean values for the random variables and an |{2|-array p of real numbers for
the probabilities. The size of 2 is at most 2/4/. So, an EPPL models is stored in
memory by the record (i, X).

Let 6 be an EPPL global formula. We consider that in 6 we have already
replace all occurrences of independence formulas (81 1L () by inequalities as
describe in Remark

We define the arrays bsf(6) = (61, ..., Bk), pst(6) = (t1,...,ts) and gsf(6) =
(61,-..,06m,0) as the ordered tuples of basic subformulas, probabilistic subterms
and global subformulas of §, respectively, ordered by increasing length. An attri-
bution p for real logical variables is also represented by a finite array where the
dimension is determined by the number of real logical variables in the formula
|6], that is bounded by s (the length of pst(6)). As usual for floating points, we
assume that the basic arithmetical operations take O(1) time.

Given an EPPL model m = (£2, F, u, X), an attribution p and a global formula
0, the model-checking problem consists in determining whether m, p I §. Model
checking of EPPL is detailed in Algorithm
Theorem 4. Assuming that all basic arithmetical operations and that accessing
array/matrix values take O(1) time, Algorithm [2takes O(]6]-|§2|) time to decide
if an EPPL model m = (2, F, u, X) and attribution p satisfy 6.

3 Probabilistic Linear Time Logic

3.1 Linear Time Logic

Syntax. We assume that thereis a countable set of propositional symbols =. Assum-
ing the set =, the formulas of Linear Time Logic (LTL) are given in BNF notation as
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Algorithm 2: CheckEPPL(m, p, )

Input: EPPL model m = (u, X), attribution p and a formula ¢
Output: Boolean value G(|gsf(6)|)

1 for i =1 to |bsf(6)| do /* this cycle iterates O(|6]|) times */
2 switch §; do /* each case takes O(|f2]) time */
3 case p: B(i) = Xp;

4 case (—3;): B(i) =1— B(j);

5 case (3 = () : B(i) = max(1 — B(j), B();

6 end

7 end

8 for i =1 to |pst(d)| do /* this cycle iterates O(|6|) times */
9 switch ¢; do /* each case takes O(|f2]) */
10 case z : T(i) = p(z) 3

11 case 0 or 1: T():t7

12 case ([3;): = B(j).1 ; /* this case takes O(2|12]) */
13 case(tj—l—tl) T():T(j)+T()

14 case (t;.t;) : T(i) =T(5).T();

15 end

16 end

17 for i =1 to |gsf(6)| do /* this cycle iterates O(|6]|) times */
18 switch §; do /* each case takes O(|f2|) */
19 case (08;) : G(i) = /) B(j,1) ; /* this case takes O(|2| —1) */
20 case (t; <t;): G@G) = (T(G) <TO);

21 case (6; D &) : G(i) = max(1 — G(j), G(1));

22 end

23 end

0:=f] p(6D0)]X0]6Ud
where p € =.

Semantics. The semantics of the temporal logic LTL is given using a Kripke
structure. A Kripke structure over a set of propositions = is a tuple K = (S, R, L)
where S is a set, elements of which are called states; R C S xS is a said to be the
accessibility relation and it is assumed that for every s € S there exists s’ € S
such that (s,s’) € R;and L : S — p(%5) is said to be a labeling function. Given
a Kripke structure, = (S,R,L), an infinite sequence of states m = s1s5... is
said to be a computation path if (s;,s;41) € R for all ¢ > 1. The semantics of
LTL is defined in terms of a Kripke structure C and a computation path 7. The
LTL modalities contain symbols for temporal reasoning: X stands for next; and
U for until. The remaining temporal modalities, F and G, are easily obtained by
abbreviation: (F) for ((~f)U#); and (GO) for (~F(~0)).

Given a Kripke structure K, a computation path @ = s;... of the Kripke
structure, and a LTL formula 6, the semantics is defined inductively in terms of
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Table 3. Semantics of LTL

K, 7 W £;

K, 7l p iff p € L(s1) with m = s1,..;
K, ke (61 D 62) iff IC, 7 i 01 or K, 7 Ik 62;
K, m kg X0 iff K, w2 Iy 0

K, 7k (01U62) iff there is some i > 1 such that K, 7t Ik 62 and
’C,Trj ”_LTL 91 fOI' 1 S J < 7.

a relation K, 7 IF @ and is given in Table[3l We denote by 7 the i-th suffix of =,
that is, the path s;, s;41 ...

A Kripke strucute K is a model of (or satisfies) the formula 6 if IC, 7 IF 6 for
every path 7 in K. As usual, we say that a set of formulas © entails the formula
0, which we write © F 6, if a Kripke structure satisfying all the formulas in @
also satisfies 6.

Axiomatization. The temporal logic LTL enjoys a sound and complete axioma-
tization. The proof system HC\y, of LTL is given in Table A
The following result is proved in [9].

Theorem 5. The proof system HC\ 7, is sound and weakly complete with respect
to Kripke structures.

3.2 Exogenous Probabilistic Linear Time logic

Syntaz. The formulas of Exogenous Probabilistic Linear Time Logic (EPLTL)
are obtained by enriching the probabilistic formulas with LTL modalities and
are depicted in Table Bl The temporal modalities F§ and GO are introduced as
abbreviations. Observe that the connectives f and D are shared with EPPL.

Semantics. We now provide a semantics for EPLTL based on EPPL-parametrized
Kripke structures. An EPPL-parametrized Kripke structure is a tuple 7= (S, R, L),

Table 4. HC\1. : complete calculus for LTL

Axioms

[Taut] All propositional tautologies with propositional symbols substituted
by LTL formulas;

[X1] ki (~X61) = (X~61)

[X2] ko (X(61 D 62)) D (X601 D X02)

[G] ki (GO1) D (61 N (XGO1))

[U].] Fin (91U92) D) (F92)

[U2] o (91U92) = (92 @] (91 M X(91U92)))

Inference rules

[MP]  61,(61 D 62) Fur 02

[XGGI’I] 91 l_LTL (X01)

Ind] (61 D 602),(01 D (X01)) Fur (61 D (GO2))
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Table 5. Language of EPLTL

0:= f]~v[](@20)] (X0) ] (AU) where «y is an EPPL formula.

Table 6. Semantics of EPLTL

T,Tf |VEPLTL f

T, 7 lFepLre Y iff mi, p1 IFeppL v;

T,Tf IFepLre (91 D] 92) iff T,Tf |VEPLTL 01 or T,ﬂ' IFepire 92;

T, 7 lFepr (X0) iff T, 7% IFepimy 6

T, 7 lkepir (01U602) iff there is some ¢ > 1 such that 7, 7 IFepere 02 and
T, 7 lrepir 01 for 1 < j < i.

where S is a non-empty set of states; R € S x S is a total relation; and a
function L such that L(s) is a pair (m, p), for each s € S, where m is an EPPL
model and p is an attribution. Like for Kripke structures, a computation path
is a infinite sequence m = mjpy, maps ... such that for any i > 1, we have
(mipiy,miy1p2) € R. Given an EPPL-Kripke structure 7, a computational path
7 in 7 and a EPLTL formula @, the semantics of EPLTL is defined in terms of a
relation 7, 7 Ibepir, v given in Table

An EPPL-Kripke structure 7 is said to satisfy an EPLTL formula 6, which we
denote by 7 lrepr 0, if 7,7 kg € for all computational paths 7 in 7. The
entailement relation is defined as for LTL.

3.3 Axiomatization

We are able to provide a weakly complete axiomatization of EPLTL capitalizing
on the complete LTL calculus HC| |, which we present in Table[7l Please note
that although the completeness of the calculus may look trivial, the proof of com-
pleteness is subtle. This is because the connectives f and D are shared between
EPPL and LTL which may create new theorems that would not be obtained by
just adding the EPPL axioms to LTL axioms.

It is straightforward to check the soundness of the calculus, for this reason we
omit here the lengthy exercise of verifying that all axioms and inference rules
are sound.

Theorem 6 (Soundness). The aziomatization HCepr, is sound.

Table 7. HCgpr. calculus for EPLTL

Axioms

[PTeo] All EPPL theorems;

[LTLTaut] All LTL theorems with propositional symbols substituted
by EPLTL formulas.

Inference rules

[PMP] 01, (61 D 02) FQcTL 02

[Gen] 91 l_LTL Gel
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The completeness of the calculus is established by translating probabilistic
atoms into propositional symbols. Consider the subset of atomic EPPL formulas
pAtom (i.e., the set constituted by box formula ((J3), independence formulas
(/1 AL B2) and comparison formulas (¢1 < t2)). Let = be the countable set of
propositional symbols used to write LTL formulas. Given a fixed bijective map
A : pAtom — = (that translates each global atom to a LTL propositional symbol)
we can translate each EPPL formula 6 to a LTL formula A(f) by extending
inductively A on the structure of the formula 6 (and preserving all connectives).
For simplicity, we denote A(6) just by 0. The map A can also be used to translate
an EPPL-Kripke structure 7 = (S,R,L) to the Kripke structure T = (S, R,[),

where p € L(s) if L(s) IFepp. A ().
Lemma 1. LetT be an EPPL-Kripke structure. Then, T, 7w IFgpr 6 i[f’f Tl 0.
The next lemma shows that EPLTL incorporates both LTL and EPPL reasoning.

Lemma 2. Let 0 be and EPLTL formula, if .7, 0 then Fepre 0. Moreover, let v
be an EPPL formula, if Feep v then Fepr 7.

Proof. Follows directly from axioms LTLTaut and PTeo.

If one restricts just to EPPL formulas, EPLTL reasoning coincides with that of
EPPL.

Lemma 3. Let v be an EPPL formula. Then bepr v iff Feper -

The following lemma is crucial to the proof of completeness.

Lemma 4. Let 0 be an EPLTL formula such that gy 0. Then there is an
EPPL formula ~vg such that bepr vo and -7 (GYg D 0).

We are now able to show the completeness of HCep 1, .

Theorem 7. The axiomatization HCepy, is weakly complete.

Proof. Let Ik 0 be a valid EPLTL formula. With v as in Lemma 2] | we have
that Ik (GY D 6). Using LTL completeness we have F4 (GY9 D 6). Now,
from Lemma 2] we get bepiry (Gyg D 0).

Hence, we are able do the following derivation in EPLTL:

1) FepirL Yo LemmaIZI

2) Feper (Gyo) Rule Gen at 1

3) Fepire (Gye D 0) Lemma [l Lemma 2]
4) Fepir 0 Rule PMP at 2,3

Therefore, HCep is complete.
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3.4 SAT Problem

Let 6 be the EPLTL formula that we want to test for satisfiability and at =
{71,-..,7} be the set of atomic EPPL formulas that are atoms of . Now for
each k-vector i € {0,1}*, consider the EPPL formula

i . . . L.
;= ; o 7v; if j-th bit of ¢ is 1
0; = I_! Py where pj = { (~7;) otherwise (1)
j=

Let K C {0,1}* be such that ¢; is an EPPL consistent formula and let v =
|_]Z-€K 6;. Observe that IFgp 79 and that for each EPPL model m, p there ex-
ists a unique ¢ € K such that m,p IFgp 0;. Given a Kripke structure K =
(S,R,L) that satisfies (G(79) N @) and a path 7w starting at s € S we denote
by (ms,ps) an EPPL model that satisfies §; whenever C, 7 I, 6. Moreover,
choose (mg, ps) # (Mg, psr) whenever s # s’ (this can be done just by changing
the assignments of variables not occurring in ). We denote by 7 the EPPL-
Kripke structure (Si, Ric,id : S — Si) where S = {(ms,ps) : s € S} and
((ms, ps), (mg, psr)) € Ric iff (s,8") € R. Finally, given a computation path
T = $1,...1n K we denote by mx the computation path (ms,, ps,),... in Tx.
The following theorem is the kernel of the EPLTL SAT algorithm.

Theorem 8. Let 0 be a EPLTL formula. Then, (G(59) N0) is LTL-satisfiable iff

0 is EPLTL-satisfiable. Moreover, K, Ik (G(Fo) N 0) iff Tic, mxc IFeprs 6.
We are now able to show the SAT algorithm for EPLTL.

Algorithm 3: SAT Algorithm for EPLTL- SatEPLTL(6)

Input: EPLTL formula 6
Output: 7 (an EPPL-Kripke structure satisfying 6) or no model

1 compute §; as in Equation () for alli € 2%;
let K = {i € 2¥ : SatEPPL(5;) # “no model”} and
M = {(mi, pi) : i € K and SatEPPL(6;) = (m4, pi)};
let Yo = |—|i€K 52','
let K =SatLTL(G(3s) N 6);
if K =no model then
return (no model);
end
return (7 constructed from the models stored in M),

(M)

® N O Uk W

The SAT algorithm for EPLTL that we present is EXPSPACE, due to ap-
plying the PSPACE SAT algorithm of LTL [I§] to a formula that has increased
exponentially. It is possible to improve this bound by adapting the LTL SAT al-
gorithm in order to cope with EPPL formulas. In a full version of the paper it is
worthwhile presenting this improvement, but for the sake of space, we preferred
herein to present a simpler algorithm.
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3.5 Model-Checking Problem

Similarly to the SAT algorithm, we provide a model-checking algorithm for
EPLTL that uses directly the PSPACE model-checking algorithm for LTL. This
makes the problem more or less trivial thanks to Lemma [l Given the EPLTL
formula ¢ and a EPPL-Kripke structure 7, we start by transforming 7 into a
classical Kripke structure 7 by checking whether the EPPL models in 7 satisfy
or not the probabilistic atoms in 6. Then, it remains to model check in LTL
the Kripke structure 7 against 0. Clearly, the model-checking procedure is in
PSPACE, since the translation of 7 into 7 can be done in polynomial space.

4 Future Work

A research line we will pursue is on using SAT solvers for predicate abstrac-
tion [7]. We will explore how EPPL can be applied on probabilistic predicate
abstraction. Following the work on non-probabilistic verification of C-like pro-
grams [6] we also intend to analyze the probabilistic version of the bit-vector
logic [3]. We intend to implement and apply the model-checking algorithm to
case studies and check the power of the formalism against established temporal
probabilistic logics. The temporalization can also be generalized to more rich
logics such as the p-calculus. Another research line to be pursued consists in
introducing quantifiers for the real variables that could nest with the temporal
modalities. Moreover, it is interesting to understand the relationship between
EPPL-parametrized Kripke structures and Markov chains.
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Abstract. In this paper we consider languages of labelled N-free posets
over countable and scattered linear orderings. We prove that a language
of such posets is series-rational if and only if it is recognizable by a finite
depth-nilpotent algebra if and only if it is bounded-width and monadic
second-order definable. This extends previous results on languages of
labelled N-free finite and w-posets and on languages of labelled countable
and scattered linear orderings.

1 Introduction

It is known since the beginning of the 60’s that automata, rational expressions,
monadic second-order logic (MSO[<]) and finite monoids all have the same ex-
pressive power for the definition of languages of finite words. They have been
widely studied since that time, and adapted to more complex structures, like
infinite words, trees, or partially ordered labelled sets. The subject of this paper
is such an extension, from two different directions: languages of infinite words,
and languages of posets. Let us cite the works it relies on.

First, Biichi [6/7] initiated the study of automata on infinite words, in the
meaning that letters are indexed by ordinal numbers, and not just integers as
for the finite words case. He successfully used the equivalent expressive power of
automata and MSO[<] in order to exhibit decision procedures for the decidability
of this logic interpreted over ordinals. Extending the automata technique to trees,
Rabin [I8] studied the decidability of the monadic second-order theory of trees,
from which he deduced decidability results on linear orders. Later, Bruyere and
Carton [5] introduced automata and equivalent rational expressions for words
whose shape is a countable and scattered linear ordering. These automata and
rational expressions were recently connected to MSO[<] by Bedon, Bes, Carton
and Rispal [2]. Adding the notion of parallelism to the notion of sequentiality in
words, Lodaya and Weil [14] defined automata, rational expressions and finite
algebra for languages of particular finite partially ordered sets, obtained using
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the letters and closure under sequential and parallel composition. This class of
posets corresponds precisely to the class of N-free posets [22I23]. The connection
between the results of Lodaya and Weil and MSO[<]| has been established by
Kuske [TT12], together with an extension to the infinite (w) composition of N-
free finite posets. Finally, Bedon and Rispal [3] recently extended the Kleene-like
theorems of Bruyere—Carton and Lodaya—Weil by defining automata and rational
expressions for languages of N-free posets with a sequential composition indexed
by a countable and scattered linear ordering.

This paper is a study of the connections between MSO|<], finite algebra and ra-
tional expressions for this class (denoted by S P°) of posets. We extend to S P the
results of Kuske on N-free w-posets and those of Bedon, Bes, Carton and Rispal
on countable and scattered linear orderings. We prove that MSO[<], finite depth-
nilpotent algebra and series-rational expressions have the same expressive power
for bounded-width languages of posets of SP¢. The logical formalism is due to
Biichi, but interpreted over S P° rather than well-ordered structures. The series-
rational languages are those of Bruyere and Carton, extended with a commuta-
tive operation for finite parallel composition. Finally, the algebra are semigroups
equipped with a sequential product adapted for sequences of elements indexed by
scattered and countable linear orderings, and a commutative parallel composition
of elements. Informally speaking, such an algebra is depth-nilpotent if any nested
parallel composition leads to 0 beyond a fixed threshold. As the constructions are
effective, this gives in particular a decision procedure that relies on automata the-
ory for the theory of MSO[<] interpreted over bounded-width posets of SP°. This
decision result can also be obtained without automata theory, using for example
model-theoretical techniques as in [20], or the methods of [13]. As a corollary, the
inclusion problem of rational languages is also decidable.

The paper is organized as follows. Section [2] is devoted to basic definitions,
linear orderings and posets. Sections Bl M and [ respectively introduce series-
rational languages, algebra and logic for posets over scattered and countable
linear orderings. The main result of the paper is stated in Section [6l It contains
in particular sketches of constructions to obtain a finite depth-nilpotent algebra
from a logical sentence, a logical sentence from a series-rational expression, and
a series-rational expression from a finite depth-nilpotent algebra, which shows
the equivalence between the three formalisms. Finally, Section [1] concludes.

2 Basic Definitions

We start by some basic definitions on linear orderings. We refer to [19] for a
survey on the subject. Let J be a set equipped with an order <. The ordering
J is linear if all elements are comparable : for any distinct j and k in J, either
j < kor k < j. For any linear ordering J, we denote by —J the backward linear
ordering obtained from the set J with the reverse ordering. A linear ordering J
is dense if for any j and k in J such that j < k, there exists an element i of
J such that j < i < k. It is scattered if it contains no dense sub-ordering. The
ordering w of natural integers is scattered. Ordinals are also scattered orderings.
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We denote by N the sub-class of finite linear orderings, O the class of countable
ordinals and § the class of countable scattered linear orderings.

Definition 1. A linear ordering J is complete if

— every non-empty sub-ordering K of J which is bounded above has a least
upper bound in J, and

— every non-empty sub-ordering K of J which is bounded below has a greatest
lower bound in J.

Example 1. Let a = w and § = —w. The scattered linear ordering v = a + (§ is
not complete, as the part of v composed of the elements of a (resp. 3) does not
respect the first (resp. last) condition of the definition. However, w + 1 + —w is
complete.

Let J € § be a countable and scattered linear ordering. An interval K of J is
a subset K C J such that Vki, ke € K,Vj € J,if k1 < j < kg then j € K. A
cut (K, L) of J is a partition of J into two intervals K and L such that all the
elements of K are less than all the elements of L. Thus J = KUL and KNL = (.
The set of all cuts of .J is denoted by J = {(K,L)| K UL = JAVk € K,Vl €
L,k < I}. The set J is naturally equipped with the ordering (K1, L1) < (K2, Ly)
if and only if K7 C K5. This linear ordering can be extended to J U J by setting
j < (K,L) whenever j € K for any j € J and (K,L) € J, and keeping the
orderings on the elements of .J and of .J. We set J* = J\ {(0,.J), (J,0)}.

A poset (P,<) is a set P partially ordered by <. In order to lighten the
notation we often denote the poset (P, <) by P. An antichain is a subset P’ of
P such that all elements of P’ are incomparable (with <). The width of P is

wd(P) = sup{|E| : E is an antichain of P}

where sup denotes the least upper bound of the set. In this paper, we restrict
to countable scattered posets which are thus partially ordered countable sets
without any dense sub-ordering. Let (P, <p) and (Q, <g) be two disjoint posets.
The parallel composition of (P, <p) and (Q, <) is the poset (P U Q, <) where
z <y if and only if (z,y € P and z <p y) or (z,y € Q and = <¢g y). The sum
(or sequential composition) P+ @ of P and @ is the poset (P U@, <) such that
x < y if and only if one of the following conditions is true:

—zxz€P,ye Pand x <p y; —rx€ePandye€qQ.
—zrz€@Q,yeqand z <g y;

The sum of two posets can be generalized to any linearly ordered sequence of
pairwise disjoint posets: if J is a linear ordering and ((P;, <;))jes is a sequence
of posets, then }°, ; P; = (Ujes Pj, <) such that « < y if and only if (z € Pj,
y € Pjandz < y)or (x € P;andy € P, and j < k). The sequence ((P;, <;))jes
is called a J-factorization, or factorization for short, of the poset > jes Pj- The
only poset (0, <) of width 0 is called empty poset and is denoted by e.
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Definition 2. The class SP° of series-parallel scattered and countable posets is
the smallest class of posets containing the empty poset, the singleton and closed
under finite parallel composition and sum indexed by countable scattered linear
orderings.

The class SP° has a nice characterization in terms of graph properties: SP°
coincides with the class of scattered and countable N-free posets without infinite
antichain. A poset P is N-free if it does not contain N as a sub-poset, that is if it
does not contain elements p, q,r, s € P such that the ordering relations between
those four elements are precisely p < r, ¢ <r and g < s.

Theorem 1. [3] A poset belongs to SP° if and only if it is N-free, countable
and scattered, and without infinite antichain.

An alphabet is a set whose elements are called letters. In this paper, we use
only finite alphabet, thus the term “finite” is omitted. A poset labelled by A
is a poset (P, <) equipped with a labelling map | : P — A which associates a
letter to any element of P. The notion of a labelled poset corresponds to the
notion of pomset in the literature. Also, the finite labelled posets of width 1
correspond to the usual notion of words. In order to shorten the notation, we
make no distinction between a poset and a labelled poset. The class of posets
of SP¢ labelled by A is denoted by SP°(A). A language of SP°(A) is a subset
of SP°(A). The sequential and parallel composition of posets can naturally be
extended to languages. If Ly, Ly C SP°(A), then

L1-Ly= {P S SPO(A) :dP, € Ly APy € Ly such that P = P; +P2}
Ly || Ly = {P S SPO(A) :dP, € Ly 9P, € Ly such that P = P; || PQ}

Let n be an integer. We denote by SPZ, (A) the set of posets of SP°(A) of width
at most n and by SP?(A) the class SP°(A) restricted to posets of finite width.
A language L has bounded-width if there exists an integer n such that L contains
only posets of width at most n.

We now focus on the definitions of algebras for the recognition of languages. A
semigroup (S, -) is a set .S equipped with an associative binary operation - called
product. A ||-semigroup [TAI5T6] (S, -, ||) is an algebra such that (S, ) is a semi-
group and (S, ||) is a commutative semigroup. In ambiguous contexts, the - and ||
products are respectively called sequential (or series) and parallel. The
o-semigroups are a generalization of semigroups for the recognition of words in-
dexed by countable and scattered linear orderings (see [8] for more details): a o-
semigroup (S, ]]) is a set equipped with a map [] (also called sequential product)
which associates an element of S to any countable and linearly ordered sequence
s = (sj)jes (with J € S) of elements of S, such that [[(¢) = ¢ for any element ¢ of
S and [] is associative (i.e. for any factorization of the sequence s into a sequence
of sequences (¢;)je.r, [1(5) = [1(TTt;)er)). Finally, a || —o-semigroup (S, IT, I
is an algebra such that (S, []) and (5, ||) are respectively a o— and a ||-semigroup.
Recall that an algebra is finite if it is composed of a finite number of elements. Even
ifa || —o-semigroup is finite, the description of the product [] is not finite since the
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product of any sequence of countable length must be given. Actually, the sequen-
tial product of a finite || —o-semigroup can be described in a finite manner: we refer
to [8] for this description in the case of finite o-semigroups, which also immediately
applies to finite | —o-semigroups. Even if the notion of a || —¢-semigroup does not
really fit into the general framework of universal algebra, the following notions are
self understanding (we refer to [I] for precise definitions in the framework of uni-
versal algebra): sub-algebra, term, congruence, quotient, morphism between two
algebras of the same type (i.e. two semigroups, or ||-semigroups, or ¢-semigroups,
or || —o-semigroups), free algebra, terms.

In order to lighten the notation we often denote an algebra by its set of
elements: for example, we denote the semigroup (S,-) by S. We denote by S*
the algebra S if S has an identity for all its operations, S U {1} otherwise, 1
being an identity for all the operations. We also denote by AT, SP(A) [T4/15/16]
and A° [8] respectively the free semigroup, ||-semigroup, and o-semigroup over
the set A. Let S and T be two algebras of the same type. Then S divides T if S
is the quotient of a sub-algebra of T'. A morphism ¢ : S — T recognizes a subset
X of S'if o7 tp(X) = X. We say that T recognizes X if there exists a morphism
from S into T recognizing X . A subset X of an algebra S is recognizable if there
exist a finite algebra T with the same type as S and a morphism ¢ : S — T that
recognizes X.

Proposition 1. Let A be an alphabet. Then SP°(A) is the free || —o-semigroup
over A.

Ezample 2. Let A = {a,b} and L C SP2,(A) be the language of non-empty
posets P such that P has width at most 2 and each letter a that appears into
a parallel part of P is incomparable with a b. Let S = {a,b,ab,p,0,1} be the
finite || —o-semigroup defined by the following || commutative product: a || a =
ablla=0,pllz=0forallze S,a|b=ab||b=ab|ab=b]|b=0p
and the sequential product [] such that, for any non-empty sequence (s;);jes
(J € S — {0}) of elements of S,

a  if (sj)jes contains only as

ab if (sj)jes contains at least one a and one b
H((sj)jeJ) Yo it (sj)jes contains only bs

p  if (s;)jes contains only p,a,b, ab, with at least one p

The elements 1 and 0 are respectively neutral and a zero for both [ and ||. Let
¢ : SP°(A) — S be the morphism defined by ¢(a) = a and ¢(b) = b. Then
L=¢"*({a,b,ab,p}).

3 Series-Rational Languages

Let A be an alphabet. Let L and L’ be bounded-width languages of SP°(A).
The following operations are used in order to form the series-rational expressions
for bounded-width languages of labelled posets:
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L*={) PjneN,PeL}

JjEN

LY ={) PP e L}
JEW

L™ ={) PlpeL}
JE—w

L*={> Pjlac0,a#0,P;c L}
JEa

L ={> Pjlac0,a#0,P;cL}
JjE—a

LioLy={ Y P|JeS—{0},PjcLiifjeJandP;€ Lyifjec .}

jeJuJ*

The class of series-rational languages over an alphabet A is the smallest con-
taining €, {a} for alla € A, and closed by finite union, finite sequential and parallel
compositions, finite sequential iteration *, w and —w-iterations, iteration on ordi-
nals i and reverse iteration on ordinals —f as well as diamond operator ¢. We denote
by L(e) the language described by a series-rational expression e. If E C SP°(A),
then E° is an abbreviation for E ¢ €. Note that if € ¢ F, then € ¢ E°.

A language is linear-rational if it is series-rational without using the || opera-
tor. Note that the linear-rational expressions are precisely those of Bruyere and
Carton [5] over words on scattered and countable linear orderings. The following
Theorem is a reformulation of a result of Carton and Rispal on recognizable
languages of words on scattered and countable linear orderings.

Theorem 2. [§] Let A be an alphabet, and L be a language of SP2,(A). Then
L is linear-rational iff it is recognizable. B

4 Algebra

We now define a pre-ordering relation <, on the elements of a || —o-semigroup
S, in order to adapt the notion of the depth of an element of a sp-algebra [14] to ||
—o-semigroups. If s, € S, then s < t if and only if there exist x1, x2, x3, 24, x5 €
St such that s = @1 (22 || (z3tzs))xs and 2 || (z3txs) # zstas. The relations
<) and =X are respectively the transitive and reflexive-transitive closures of
<. Observe that if S has a zero 0 or an identity 1 for all its operations, then
the last condition of the definition of < ensures that 0 A 0 and 1 A 1. By
construction, < is a pre-order on S. A || —o-semigroup S is depth-graded if,
for each s € S, there exists an integer n such that each <-chain with s as
least element has length at most n. In a depth-graded algebra, the relation <
is irreflexive, and hence is a strict partial order. The depth of s, denoted dp(s),
is defined inductively on the elements of a depth-graded || —o-semigroup S by
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Fig. 1. A finite poset of depth 4. The depth of some sub-posets into frames is indicated.

() 1 if there does not exist ¢t € S such that s < ¢,
S)=
P 1 +sup{dp(t) : s <| t} otherwise.

A || —o-semigroup S has bounded depth if there exists an integer n such that
each <-chain is of length at most n. Observe that if S is bounded-depth, then
it is also depth-graded.

Ezxample 3. The poset of FigureBlhas depth 4 and width 6. Observe that SP°(A)
is not depth-graded. Consider for example the poset P = ) ._ P;, where P
consists in ¢ copies of the letter a, all set in parallel, for each ¢ < w. Then
P € SP°(A), and dp(P) is infinite. Observe that any poset of SP?(A) has finite
depth, and SP?(A) is depth-graded. However, SP?Z(A) does not have bounded-
depth.

A || —o-semigroup S is depth-nilpotent if it has bounded-depth and S — {1}
contains a 0 which is the only idempotent for the || operation. The following
Lemma is an immediate adaptation of Lemma 3.5 of [15] to || —o-semigroups:

Lemma 1. Let S be a || —o-semigroup with bounded-depth. Then S is depth-
nilpotent iff for any s,t € S — {1} witht #0, then s || t # t.

5 Logic

The monadic second-order (MSO[<]) logic is classical in set theory, and was first
set up by Biichi for words. In this paper the formulae of MSO[<] are interpreted
over posets of SP°(A), labelled by the letter of the alphabet A. Formal logic is
used to specify a language by properties of its labelled posets, as for example
“every antichain X of a poset of the language such that X has at least two
elements contains at least two elements labelled by a”. We now outline the basic
notions on MSO[<]. We refer e.g. to [9J21] for more details.

We first focus on first-order logic. The first order variables are named by
lower-cases letters like x, y, z and are interpreted over elements of the posets. An
existential (3) or an universal (V) quantification can be applied to a variable:
in this case, the variable is said to be bounded to the quantifier. An unbounded
variable is free. The basic ingredients for formulese construction are the atomic
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formule. If z,y and a are respectively two first-order variables and a letter of the
alphabet, then R,(x) and x < y are atomic formulze: the first one meaning that x
is associated to an element labelled by a and the other is self-understanding. The
logical symbols A, V and — are the usual connectives. Parenthesis ensure legibility
of formulee. We write o(z1,...,2,) to denote that ¢ has at most x1,...,x, as
free variables. A sentence is a formula without free variable.

The satisfaction relation = between series-parallel labelled posets (P, <) and
logic formulee is defined canonically. Let ¢(x1,...,x,) be a formula having at
most 1, ...,T, as free variables, (P, <) be a poset and p1,...,p, € P. Then
(P,<),p1,---,Pn E ¢(x1,...,2,) means that (P, <) satisfies ¢ when p1,...,pn
serve as respective interpretations for z1,...,x,.

We define the second-order logic MSO[<] as an extension of the first-order
logic. In MSO[<], variables that range over sets of elements of posets are also
allowed in addition to first-order variables. We use upper-cases letters like X, Y, Z
to name these variables, called second-order variables. Comparatively to first-
order logic, MSO[<] has one more form of atomic formula, which is self-under-
standing: x € X, where z and X are respectively a first and a second-order
variable. The notions and notations introduced for first-order logic can naturally
be extended to second-order logic.

The language L(¢) of a sentence ¢ is the set of all labelled-posets satisfying
@. A property p is definable in MSO[<] if there exists a formula of MSO[<] that
expresses p.

Let n be an integer, A an alphabet, P and P’ two labelled posets. Following
the notation from [9], we write P =,, P’ if P and P’ satisfy the same sentences of
quantifier rank < n (the quantifier rank is the maximum number of nested quanti-
fiers in a formula). It is a well-known result that =, is an equivalence relation with
finitely many equivalence classes. Furthermore, SP(A)/=,, is a finite ||-semigroup
(see for example Proposition 3.1.4 of [9]). This is only verification to check, using
the same arguments as in the proof of Proposition 3.1.4 of [9], that

Proposition 2. Let A be an alphabet and n an integer. Then SP°(A)/=,, (resp.
A®/=,) is a finite || —o-semigroup (resp. o-semigroup) that recognizes L(¢) for
any sentence ¢ of quantifier rank < n.

In order to enhance readability of formulee we use several notations and ab-
breviations for properties expressible in MSO[<]. The following are usual and
self-understanding: ¢ — ¥, X C Y, x = y. We denote “there exists an unique
x” by Iz, “z and y are different and not comparable” by x || y, “there exists
a non-empty set X” by 3X, “set X has cardinality j” by Card;(X), where j
is any integer, “set X is an antichain” by Antichain(X), “sets U and V form
a partition of X” by Partition(U,V, X). All those properties are definable in
MSOI<]. A set X is finite iff every non-empty subset of X has a minimum and
a maximum. It is isomorphic to w (resp. —w) if it is linearly ordered, infinite
and every part of X with a maximum (resp. minimum) is finite. Again, all the
properties above are definable in MSO[<]. A simple transcription of Definition[I]
into MSO[<] gives a monadic second-order formula that tests if an ordered set
is a complete linear ordering. Finally, we need the following abbreviation:
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X =U®V =Partition(U,V, X)A VuVv u e UAv €V — —u || v)

Ezample J. Let A = {a,b} be an alphabet and L C SP°(A) be the language of
posets verifying the property “every antichain X of a poset of the language such
that X has at least two elements contains at least two elements labelled by a”.
Let ¢ be the following sentence of MSO[<]. Then L(¢) = L.

¢ =VX Antichain(X) — 3V Y C X ACarda(Y) —
(FzAdyxr e XANye X Ax#yA Ro(z) AN Ra(y))

6 Equivalence

This section is devoted to the main result of this paper:

Theorem 3. Let A be an alphabet and L C SP°(A). Then the following asser-
tions are equivalent:

1. L is series-rational,

2. there exists a morphism ¢ : SP°(A) — S into a finite depth-nilpotent || —o-
semigroup S and X C S such that 0 ¢ X, L = o~ 1(X), and ¢(a) # 1 for
alla € A,

3. L has bounded-width and is definable by a sentence of MSO[<].

Ezample 5. Let A = {a,b} and L be the language of Example 2l Then L is the
language of the series-rational expression

e=((A°+e)a(A®+e€) || (A°+e)b(A° +€) + A° +b° | b°)°
and of the logical sentence
be = Owae{1,2} NVT(Ra(x) A —Flat(z)) — 3y = || y A Rp(y)

where ¢yacqi1,2y = VXAntichain(X) — Vi<;<2Card;(X) and Flat(z) =Vy x =
yVzx <yVy <z Furthermore, it can be easily checked that the morphism of
|| —o-semigroups of Example [2] that recognizes L, also verifies the properties of
Theorem [3]

Observe that the language L of Example[d is definable in MSO[<], but as it has
not bounded width it is not series-rational. It is also recognizable by a morphism
p: SP°(A) — S, with S finite and depth-nilpotent, but it can be easily checked
by the reader that in this case 0 € ¢(L).

In the remainder of this section we will give a sketch of the proof of Theorem 3
Proposition Bl shows that 2] implies [Il and Proposition @ that Bl implies 21 The
proof of Proposition [ essentially relies on an induction over the depth of s €
S — {0}. Theorem [2 solves the induction step dp(s) = 1. Proposition [ relies on
Proposition 2] whose proof uses classical Ehrenfeucht-Fraissé games arguments.
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Proposition 3. Let A be an alphabet, S be a finite depth-nilpotent || —o-semi-
group and ¢ : SP°(A) — S a morphism that recognizes L C SP°(A), such that
0¢& @(L) and p(a) # 1 for all a € A. Then L is series-rational.

Proposition 4. Let A be an alphabet, ¢ a monadic second-order sentence and m
an integer. Let L = L($) N SPE, (A). There exist a morphism ¢ : SP°(A) — S
into a finite depth-nilpotent || —o-semigroup S and X C S such that 0 € X,
L=y 1(X), and p(a) #1 for all a € A.

As a series-rational language has necessarily bounded-width, it remains to
show that it can also be defined using a sentence of MSO[<]. We now give a
sketch of the proof, which proceeds by induction on a series-rational expression
e, by extension of the ideas from [I7]. For simplicity we do not consider the
empty poset in the discussion. Let P be a non-trivial poset such that P € L(e).
Then by definition P is obtained from others posets of SP°(A) using the series-
rational operators. Let @) be such a non-empty subset of P. Then @ verifies two
properties. First, any element of P between two comparable elements of ) also
belongs to @: we say that @ has the block property. Second, if an element = of
P is comparable with an element of () and incomparable with another one, then
x belongs to Q: we say that @) has the good part property. Those two properties
are definable in MSO[<]. Let C be a non-empty good part of P which can be
decomposed into an union of maximal (with respect to inclusion) blocks. If such
a decomposition exists it is unique. We construct, by induction on e, a formula
ve(X) with exactly one free variable X, which is second-order, and such that
P,C E ¢.(X) iff D € L(e) for each maximal block D of C. The basic step
of the induction, where e is a letter, is trivial. The induction step where e has
the form e; || ez (resp. ey - e2) is easy: it suffices to express in MSO[<] that
each maximal block D of C' can be partitioned into U and V such that all the
elements of U are incomparable with (resp. less than) all the elements of V. As
it can be verified that U and V are good parts of C, the induction hypothesis
applied on U, V, e; and ey permits to conclude. The other cases (*, <, =, &
and ¢) use extensions of this principle. Let us focus on the case ¢ = €'“ for
example, the other induction steps being similar. Let D be a maximal block of
C. Then D € L(e) iff there exist J € S and a factorization of D into a sum of
posets D = 37, ; Dj, such that J is isomorphic to w and D; € L(e’) for each

D() D1 D2 Dd D4
5 [ v
v

Fig. 2. A poset D € SP°(A) belongs to L(e'®) iff it can be decomposed into D =
> jcw Dj where D; € L(€') for all j € w. Following this decomposition, D € L(e'”) iff
it can be decomposed into D = U @&V, where each maximal block of U or V is a D; for
some j € w. A linear ordering W isomorphic to w can be built by taking one element
in each maximal block of U and V.
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j € J. The linear ordering J can be partitioned itself into J; and Jy such that
if © € J; then x + 1 € Jy for any x € J, where i,k € {1,2} and i # k. Thus,
D can be partitioned into U and V such that x € U (resp. z € V) iff z € D;
for some j € J; (resp. j € Jz). Finally, D € L(e) iff there exist U and V' such
that D = U @V, each maximal (with respect to inclusion) block of U and V is
a Dj; for some j € J, and J is isomorphic to w. As it can be verified that each
maximal block of U or V is a good part of P, the induction hypothesis can be
applied. Figure [ illustrates such a factorization of D.

The formula e« (X) is given below:

Yerw (X) =VZ MaxBlock(Z, X) — UV Z=UdV Ag., (U)
A e, (V) AN (VW Ordertype(W,U,V) — Omega(W))
Ordertype(Z, X,Y) = VB MaxBlock(B,X) — 3z z2€ZNB
AVB MaxBlock(B,Y) —» 32 2 ZNB

For the other iteration operators, it suffices to change the test on W at the end
of the formula ¢.«. For example, if the iteration operator is , Omega(TV) is
changed in order to check that W does not contain —w as sub-ordering. The ¢
composition of languages is processed using very similar arguments, and relies
on Lemma [2] which gives another definition of ¢, more adapted to a translation
in the formalism of MSO[<] than the one of Section Bl

Lemma 2. Let A be an alphabet and Ly and Lo be two languages of SP°(A).
Then P € Ly ¢ Lo if and only if there exist a scattered and countable linear
ordering K # 0, a sequence (Py)rex of posets of SP°(A) and a map f: K —
{1,2} such that the following conditions are true:

1. P= ZkEK P;

2. if f(k) =i and k+ 1€ K then f(k+1) #i;

3. if k € K, k is not the last element of K, and k has no successor, then
f(k)=2;

4. if k € K, k is not the first element of K, and k has no predecessor, then
f(k)=2;

5. if k is the first or the last element of K, then f(k) =1;

6. K is complete;

7. f(k) =1 implies Py € L;.

In order to conclude, it suffices to observe that P is a good part and a maximal
block of itself. Let ¢ = 3X(Vx © € X) A p(X). Then L(e) = L(¢)e). As a
consequence:

Proposition 5. Let A be an alphabet and L C SP°(A). If L is series-rational,
then L = L(t.) for any series-rational expression e such that L = L(e).

We finish by providing a last example.

Ezample 6. Let A = {a,b} and L C SP°(A) be the language of posets P of
width at most 2, such that, if a a appears in a parallel part Py || Py of P, then
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Py || P, is immediately followed by Ps such that wd(P;) = 1 and Ps contains
ab. Let eg = (A+ (b° || °))° + €. The language of e; is all the posets that do
not contain an a in parallel with another letter. Then L is the language of the
series-rational expression

e = (ex(((A° + a(4° + &) || A°)(A° + )b)°er + €1
and of the second-order monadic sentence interpreted over SP°(A)

Pe = <2 ANVaVy(Ra(z) Az || y) —
Jzx < zARp(z) ANFlat(z) AVw z <w < z — Flat(w) Vw || y

where ¢<o = VXAntichain(X) — V;<2Card;(X) and Flat(z) =Vyz =yVz <
yVy<zx.

We now turn to the definition of a finite || —o-semigroup recognizing L. Even
when a || —o-semigroup S has a finite number of elements, its description is
infinite because the result of the sequential product of any sequence of element
of S must be given, and there are an infinity of them. A consequence is that finite
|| —o-semigroups do not really fit in the general framework of universal algebra.
However, when the cardinal of S is finite, the sequential product can equivalently
be replaced by three operations of finite arity: the sequential product of two
elements, the w repetition of an element and the reverse w repetition. Formally,
let z € S:

¥ = H(si)iew where s; =z for all i € w

Y = H(si)ie_w where s; =z for all 1 € —w

This technique was introduced by Wilke [24] in the case of finite w-semigroups,
and applied to the case of ¢o-semigroups in [8]. We use it in this example.

Let S = {a,b,ab,p,q,r,0,1} be the finite | —o-semigroup defined by a || a =
allb=allab=ab|b=ab|ab=p, b b=(a| b)b=gq,b(b | b) = bla | b)b =
r,bla|b)=s,pllz=q||lz=r|]x=0frallzeS and by the binary
sequential product, w and —w operations of Figure Bl It can easily be checked
that S is depth-nilpotent. Let ¢ : SP°(A) — S be the morphism defined by
¢(a) = a and p(b) = b. Then L = ¢~ '({a,b,ab,q,r,1}).

a babpqrs ababpqrs
a aababpqrs wababOqgrr
bab babsrrs
ababababsrrs
ppgqgq00gp
9 9 9 9qpqgqgp
T r T TrSsSrrs
s s r r00rs

ababpqrs
—wabab0qqp

Fig. 3. A finite description of the sequential product of S
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7 Conclusion

The proof of the main result of the paper is effective. A consequence is that
MSO|[<] interpreted over SPZ2, is decidable. As a corollary, any question on
series-rational languages expressible in MSO[<], as for example the inclusion
problem of series-rational languages, is also decidable.

Linear-rational expressions were introduced in [5] as well as equivalent au-
tomata. It is known from [2] that a language of scattered and countable linear
structures is linear-rational if and only if it is in MSO[<]. When non-scattered
linear structures are taken into account, a shuffle operation [4] must be added
to linear-rational expressions to keep the equivalence with automata. Linear-
rational languages with shuffle are a strict subset of the languages of MSO[<]
interpreted over all countable linear structures.

A notion of automata accepting labelled posets of SP°(A) have been in-
troduced in [3], as well as equivalent rational expressions, called series-parallel
rational expressions. The series-parallel rational expressions are an extension
of the series-rational expressions, and automata equivalent to the latter, called
fork-acyclic, are a restriction of automata of the former. The link between series-
parallel rationality, series-rationality, automata and logic was first studied by
Lodaya and Weil [I4] and Kuske [I1] for finite and w structures. In this case,
second-order definability coincides with series-rationality. One more assertion
could be added to Theorem [3

Theorem 4. Let A be an alphabet and L C SP°(A). Then the following asser-
tions are equivalent:

1. L is series-rational,

2. there exists a morphism ¢ : SP°(A) — S into a finite depth-nilpotent || —o-
semigroup S and X C S such that 0 ¢ X, L = ¢~ 1(X), and ¢(a) # 1 for
all a € A,

3. L has bounded-width and is definable by a sentence of MSO[<],

4. L is accepted by a fork-acyclic automaton.

Finite || —o-semigroups have important properties. One of them was used in
Example [& the sequential product can be equivalently replaced by operations
whose descriptions are finite. This makes finite || —¢-semigroups really finite
algebraic objects. As another property, a particular finite || —¢-semigroup can
be canonically attached to any recognizable language L of posets of SP°(A).
This finite || —¢-semigroup, called the syntactic || —o-semigroup of L, divides
any || —o-semigroup recognizing L. In formal languages theory, this algebra plays
an important role. The importance of syntactic algebras is emphasized for infinite
structures: for example, contrary to the finite words case, a minimal automaton
can not any more be attached to a recognizable language of infinite words. The
existence of the syntactic || —o-semigroup of a recognizable language of SP°(A)
lays the foundation for the generalization of numerous results of formal languages
of infinite words.

Finally, let us mention the study of Esik and Németh [10] on rational sets of
finite series-parallel posets, but with a non-commutative parallel composition.
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In this case, as in the commutative parallel case, rationality, regularity, recog-
nizability and logical definability all coincide for bounded-width languages.
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Abstract. We explore an intuitionistic fragment of Artémov’s Logic of
Proofs as a type system for a programming language for mobile units.
Such units consist of both a code and certificate component. Dubbed the
Certifying Mobile Calculus, our language caters for both code and certifi-
cate development in a unified theory. In the same way that mobile code is
constructed out of code components and extant type systems track local
resource usage to ensure the mobile nature of these components, our sys-
tem additionally ensures correct certificate construction out of certificate
components. We present proofs of type safety and strong normalization
for a run-time system based on an abstract machine.

1 Introduction

We explore an intuitionistic fragment (ILP) of Artémov’s Logic of Proofs (LP)
as a type system for a programming language for mobile units. This language
caters for both code and certificate development in a unified theory. LP may
be regarded as refinement of modal logic S4 in which A is replaced by [s]A4,
for s a proof term expression, and is read: “s is a proof of A”. It is sound and
complete w.r.t. provability in PA (see [Art95] [Art01] for a precise statement) and
realizes all theorems of S4. It therefore provides an answer to the (long-standing)
problem of associating an exact provability semantics to S4 [Art95] [ArtO1]. LP is
purported to have important applications not only in logic but also in Computer
Science [AB04]. This work may be regarded as a small step in exploring the
applications of LP in programming languages and type theory.

Modal necessity [JA may be read as the type of programs that compute values
of type A and that do not depend on local resources [Moo04, VCHP04, [VCHO35]
or resources not available at the current stage of computation
[TS97, WLPDI8, [DP0O1Db]. The former reading refers to mobile computation (DA
as the type of mobile code that computes values of type A) while the latter to
staged computation (OA as the type of code that generates, at run-time, a pro-
gram for computing a value of type A). See Sec. [ for further references. We
introduce the Certifying Mobile Calculus or /\E,ert by taking a mobile computa-
tion interpretation of ILP. ILP’s mechanism for internalizing its own derivations
provides a natural setting for code certification. A contribution of our approach

* Work partially supported by Instituto Tecnoldgico de Buenos Aires.

S. Artemov and A. Nerode (Eds.): LFCS 2009, LNCS 5407, pp. 76 [91] 2009.
© Springer-Verlag Berlin Heidelberg 2009
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is that, in the same way that mobile code is constructed out of code compo-
nents and extant type systems track local resource usage to ensure the mobile
nature of these components, our system additionally ensures correct certificate
construction out of certificate components. Mobile units consist of both a code
component and a certificate component. A sample )\Eert expression, one encoding
a proof of the ILP axiom scheme [s](A D B) D [t]A D [s - t|B where s,t are any
proof term expressions and A, B any propositions, is the following;:

Aa.Ab.unpack a to (u®,u®) in (unpack b to (v®,v°) in (boxyo.po usv*®))

This is read as follows: “Given a mobile unit a and a mobile unit b, extract code
v*® and certificate v° from b and extract code u® and certificate u° from a. Then
create new code u®v® by applying u® to v® and a new certificate for this code
u® - v°. Finally, wrap both of these up into a new mobile unit.”. The syntax of
code and certificates is described in detail in Sec. Bl The new mobile unit is
created at the same current (implicit) world w. Moreover, the example assumes
that both a and b reside at w. The following variant M illustrates the case where
mobile units ¢ and b reside at worlds w, and wp, which are assumed different
from the current world w:

unpack fetch[wg] a to (u®, u®) in(unpack fetch[wp] b to (vV°,v°) in (boxyo .o uv®))

Here the expression fetch[w,] a is operationally interpreted as a remote call to com-
pute the value of a (a mobile unit) at w, and then return it to the current world.
Note that a and b occur free in this expression. Since b is a non-local resource it
cannot be bound straightforwardly by prefixing the above term with A\b. Rather,
the code first must be moved from the current world w to wy; similarly for a:

Aa.fetch[wy] (Ab.fetch[w] M)

)\Eert arises from a Curry-de Bruijn-Howard interpretation of a Natural Deduc-
tion presentation of ILP based on a judgemental analysis of the Logic of Proofs
given in [ABO7]. Propositions and proofs of ILP correspond to types and terms
of /\Ele't. Regarding semantics, we provide an operational reading of expressions
encoding proofs in this system in terms of global computation. An abstract ma-
chine is introduced that computes over multiple worlds. Apart from the standard
lambda calculus expressions new expressions for constructing mobile units and
for computing in remote worlds are introduced. We state and prove type safety
of a type system for /\Ele't w.r.t. its operational semantics. Also, we prove strong
normalization.

This paper is organized as follows. Sec. @ briefly recapitulates ILPnd [ABO7], a
Natural Deduction presentation of ILP. We then introduce a term assignment for
ILPnd and discuss differences with the term assignment in [AB07] including the
splitting of validity variables [AB07] into code and certificate variables. Sec. @l
introduces the run-time system of )\E,e”, the abstract machine for execution of
A& programs. Sec. [ analyzes type safety and Sec. [f strong normalization.
References to related work follows. Finally, we conclude and suggest further
directions for research. This is an extended abstract, full details may be found
in a companion technical report [BE].
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2 Natural Deduction for ILP

In previous work [AB07] a Natural Deduction presentation of ILP (ILPnd) is
introduced by considering two sets of hypotheses, truth and validity hypothe-
ses, and analyzing the meaning of the following Hypothetical Judgement with
Explicit Evidence:

A N>Als

Here A is a sequence of validity assumptions, I' a sequence of truth assump-
tions, A is a proposition and s is a proof term. A validity assumption is written
v : A where v ranges over a given infinite set of validity variables and states that
A holds at all accessible worlds. Likewise, a truth assumption is written a : A
where a ranges over a given infinite set of truth variables and states that A holds
at the current world. We write = to denote either of these variables. The judge-
ment is read as: “A is true with evidence s under validity assumptions A and
truth assumptions I'”. Note that s is a constituent of this judgement without
whose intended reading is not possible. The meaning of this judgement is given
by axiom and inference schemes (Fig. [[)). We say a judgement is derivable if it
has a derivation using these schemes.

Proof Terms s,tu=x|s-t]| Aa:As|ls| LETCSBEv: AINt
Propositions A B:=P| ADB | [s]4

Truth Contexts I'i=-|Ta:A

Validity Contexts Au=-| Awv:A

Minimal Propositional Logic Fragment

AT a: , oVar
iNa: AT >Ala

A;Ta: A> B | s A T'>ADBls A T>A|t
ol OE
A;I'>AD B Xa:As A;I'>Bs-t
Provability Fragment

' . mVar
Av: AJAT>Alw

A;->Als A rlAls Av: A C |t
al
A; T [s]A |ls A;I'> C{v/r} | LETCSBEw : AIN¢
ATT>Als AEs=t: A
EqEvid
A N> At

Fig. 1. Explanation for Hypothetical Judgements with Explicit Evidence
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All free occurrences of a (resp. v) in s are bound in Aa : A.s (resp. LETCtBEv :
AINs). A proposition is either a variable P, an implication A D B or a validity
proposition [s]A. We write “” for empty contexts and s{z/t} for the result of
substituting all free occurrences of x in s by ¢ (bound variables are renamed
whenever necessary); likewise for A{x/t}.

A brief informal explanation of some of these schemes follows. The axiom
scheme oVar states that the judgement A; I a: A, I > A | a is evident in itself.
Indeed, if we assume that a is evidence that proposition A is true, then we
immediately conclude that A is true with evidence a. The introduction scheme
for the [s] modality internalizes meta-level evidence into the object-logic. It states
that if s is unconditional evidence that A is true, then A is in fact valid with
witness s (i.e. [s]A is true). Evidence for the truth of [s]A is constructed from
the (verified) evidence that A is unconditionally true by prefixing it with a bang
constructor. Finally, [JE allows the discharging of validity hypotheses. In order
to discharge the validity hypotheses v : A, a proof of the validity of A is required.
In this system, this requires proving that [r]A is true with evidence s, for some
evidence of proof r and s. Note that r is evidence that A is unconditionally true
(i.e. valid) whereas s is evidence that [r]A is true. The former is then substituted
in the place of all free occurrences of v in the proposition C. This construction
is recorded with evidence LETC s BEv : AINt in the conclusion.

Since ILPnd internalizes its own derivations and normalization introduces iden-
tities on derivations at the meta-level, such identities must be reflected in the
object-logic too. This is the aim of EqEvid. The schemes defining the judgement
of evidence equality A; I' - s =t : A are the axioms for 3 equality and 3 equality
on [J together with appropriate congruence schemes (consult [ABOT7] for details).
It should be noted that soundness of ILPnd with respect to ILP does not require
the presence of EqEvid. It is, however, required in order for normalization to be
closed over the set of derivations.

A sample derivation in ILPnd of [s](A D B)D[t]AD([s - ¢|B follows, where
I'=a:[s](ADB),b:[t]Aand A=u:AD B,v: A:

A;->ADB|lu A;->Alv

OE
A;->Blu-v
—_ 0l
u:(ADB);I'>[t]JA]b AT [u-v]B |Y(u-v)
OE
sI'>[s|(ADB)|a u:(ADB);I'> [u-t]B|LETCbBEY : AIN!(u-v)
OE
5 I'>[s-t]B|LETCaBEwu : A D BINLETCbBEv : AIN!u-v
Ol

sa:[s(ADB)>[tJAD [s-t|B | Ab: [sJA.LETCaBEu : A D BINLETCbBEv : AIN!(u - v)

ol
5D [sJ(ADB)D[tJAD [s-t]|B|Aa:[s](AD B).Xb: [t]A.LETCaBEu : A D BINLETCbBEv : AIN!(u - v)

3 Term Assignment

We assume a set {wy, wa, ...} of worlds, a set {v},v3,...} of code variables and
a set {v],v5,...} of certificate variables. We use X for a (finite) set of worlds.
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A and I' are as before. The syntactic categories of certificates, values and terms
are defined as follows:

s,itu=alve|s-t|da: As|ls|letc s be v° : Ain t| fetch(s)
V = boxs M | \a.M
M,N :=al|v*|V|MN
| unpack M to (v®,v°) in N | fetch[w] M

Certificates have two kinds of variables. Local variables a are used for abstracting
over local assumptions when constructing certificates. Certificate variables v°
represent unknown certificates. s - t is certificate composition. !s is certificate
endorsement. letc s be v° : Ain t is certificate validation, the inverse operation to
endorsement. Finally, fetch(s) certifies the fetch code movement operation to be
described shortly. Substitution of code variables for terms in terms (M{v*/N})
and substitution of certificate variables for certificates in certificates (t{v°/s})
and in terms (M{v°/s}) is defined as expected. An example of a certificate is
the following, which encodes a derivation of the first example presented in the
introduction:

Aa: [s](A D B).A\b: [t]A.letc a be u® : A D B in (letc b be v° : A in l(u® - v°))

Values are a subset of terms that represent the result of computations of well-
typed, closed terms. A value of the form Aa.M is an abstraction (free occurrences
of a in M are bound as usual) and one of the form boxs M is a mobile unit
(composed of mobile code M and certificate s). A term is either a term variable
for local code a, a term variable for mobile code v®, a value V', an application
term M N, an unpacking term for extraction of code-certificate pairs from mobile
units unpack M to (v®,v°) in N (free occurrences of v° and v® in N are bound
by this construct) or a fetch term fetch[w] M. In an unpacking term, M is the
argument and N is the body; in a fetch term we refer to w as the target of
the fetch and M as its body. The operational semantics of these constructs is
discussed in Sec. @l

The term assignment results essentially (the differences are explained below)
from the schemes of Fig. [[] with terms encoding derivations and localizing the
hypotheses in A, I" at specific worlds. Also, a reference to the current world is
added. Typing judgements take the form

AT >M: AQu|s (1)

Validity and truth contexts are now sequences of expressions of the form v : AQuw
and a : AQuw, respectively. The former indicates that mobile unit v computing a
value of type A may be assumed to exist and to be located at world w. The latter
indicates that a local value a of type A may be assumed to exist at world w. The
truth of a proposition at w shall rely, on the one hand, on truth hypotheses in I
that are located at w, and on the other, on validity hypotheses in A that have
been fetched, from their appropriate hosts, to the current location w. Logical
connectives bind tighter than @, therefore an expression such as A O BQuw
should be read as (A D B)Qu.
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It should be mentioned that ILP is not a hybrid logic [AtCO6]. In other words,
AQuw is not a proposition of our object-logic. For example, expressions of the
form AQw D BQ@u’ are not valid propositions.

3.1 Typing Schemes

Typing schemes defining ([l) are presented in Fig.[2 and discussed below. A first
difference with ILPnd is that the scheme EqEvid has been dropped. Although the
latter is required for normalization of derivations to be a closed operation (as al-
ready mentioned), our operational interpretation of terms does not rely on nor-
malization of Natural Deduction proofs. For a computational interpretation of ILP
based on normalization the reader may consult [AB07]. A further difference is that
Ol has been refined into two schemes, namely (11 and Fetch. The first introduces
a modal formula and states it to be true at the current world w. The second states
that all worlds accessible to w may also assume this formula to be true.

In this work mobile code is accompanied by a certificate. We speak of mo-
bile units rather than mobile code to emphasize this. Since mobile units are
expressions of modal types and validity variables v represent holes for values of
modal types, validity variables v may actually be seen as pairs (v®,v°). Here v®
is the mobile code component and v° is the certificate component of the mobile
unifl. As a consequence, the modality axiom mVar of ILPnd now takes the fol-
lowing form, where judgement X' w ensures w is a world in X' (it is defined by
requiring w € X):

Yiw
VarV
YA v AQu, A T > v® 0 AQuw | v°

The schemes D I and D E form abstractions and applications at the current
world w. Applications of these schemes are reflected in their corresponding cer-
tificates. Scheme [II states that if we have a typing derivation of M that does
not depend on local assumptions (although it may depend on assumptions uni-
versally true) and s is a witness to this fact, then M is in fact executable at an
arbitrary location. Thus a mobile unit boxs M is introduced. The Fetch scheme
types the fetch instruction. A term of the form fetch[w'] M at world w is typed
by considering M at world w’. We are in fact assuming that w sees w’ (or that w’
is accessible from w) at run-time. Moreover, since the result of this instruction
is to compute M at w’ and then return the result to w (cf. Sec. @), worlds w’
and w are assumed interaccessibldd. The unpack instruction is typed using the
scheme CJE. Suppose we are given a term N that computes some value of type
C at world w and depends on a validity hypotheses v : AQw. Suppose we also

1%

! The “o” is reminiscent of a wrapping with which the interior “e” is protected. Hence
our use of the former for certificates and the latter for code.

2 We are considering a term assignment for a Natural Deduction presentation of a
refinement of S4 (and not S5; see Lem. B]). This reading, which suggests symmetry
of the accessibility relation in a Kripke style model (and hence S5), is part of the
run-time interpretation of terms (cf. [7).
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YrFw
VarT
XA Tya: AQu, T >a: AQu|a
XA T a: AQuw> M : BQuw]|s DA > M:ADBQwls X;A; > N: AQu |t
o1 DFE
;A > a.M: AD BQuw|Xa: As ;A '>MN : BQuw|s-t
Yrw
VarV
XA v AQuw, A T'>0° - AQuw | v°
A > M AQu s XA 0> M: [s]JAQuw’ [t Yk w
or Fetch
AT > boxs M : [s]AQuw | s X5 Ay I > fetch[w'] M : [s]AQu | fetch(t)

AT > M : [rlAQuw s X;Av: AQu; '> N : CQu |t

Oor
X3 A T > unpack M to (v°,v°) in N : C{v°/r}Quw|letc sbe v: Aint

Fig. 2. Term assignment for ILPnd

have a term M that computes a mobile unit of type [r]AQuw at the same world
w. Then unpack M to (v®,v°) in N is well-typed at w and computes a value of
type C{v°/r}. The certificate letc s be v : A in t encodes the application of this
scheme.

The following substitution principles reveal the true hypothetical nature of
hypotheses, both for truth and for validity. Both are proved by induction on the
derivation of the second judgement.

Lemma 1 (Substitution principle for truth hypotheses). If X; A; I, I'51>
M : AQuw|s and X; A;T,a : AQuw, I'h > N : BQuw' |t are derivable, then so is
Yy A; I, Iy > N{a/M} : Baw'|t{a/s}.

Lemma 2 (Substitution principle for validity hypotheses). If X; Aq,
Ag;-> M : AQu|s and X; Ay,v @ AQuw, Ag; I'i> N : BQu' |t are derivable,
then so is X; Ay, Ag; I' > N{v°/s}{v*/M} : B{v°/s}Qu |t{v°/s}.

Regarding the relation of this type system for /\Ele't with ILPnd we have the
following result, which may be verified by structural induction on the derivation
of the first judgement. Applications of the Fetch scheme become instances of the
scheme g with copies of identical judgements in ILPnd.

Lemma 3. If X; A; T'> AQuw | s is derivable, then so is A'; I'i> A’ | s’ in ILPnd,
where A" and I'" result from A and I', respectively, by dropping all location qual-
ifiers and A" and s’ result from A and s, respectively, by replacing all occurrences
of v* and v° by v and replacing all certificates of the form fetch(s) with s.

4 Operational Semantics

The operational semantics of A" follows ideas from [VCHP04]. We introduce
an abstract machine over a network of nodes. Nodes are named using worlds.
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Computation takes place sequentially, at some designated world. We are, in
effect, modelling sequential programs that are aware of other worlds (other than
their local host), rather than concurrent computation. An abstract machine state
is an expression of the form W;w : [k, M| (top of Fig. B). The world w indicates
the node where computation is currently taking place. M is the code that is being
executed under local context k (M is the current focus of computation). The
context k is a stack of terms with holes (written “o”) that represent the layers
of terms that are peeled out in order to access the redex. This representation
ensures a reduction relation that always operates at the root of an expression
and thus allows us to speak of an abstract machine. An alternative presentation
based on a small or big-step semantics on terms, rather than machine states,
is also possible. Continuing our explanation of the context k, it is a sequence
of terms with holes ending in either return w or finish. return w indicates that
once the term currently in focus is computed to a value, this value is to be
returned to world w. The type system ensures that this value is, in effect, a
mobile unit. If k£ takes the form finish, then the value of the term currently in
focus is the end result of the computation. Finally, k<l states that the outermost
peeled term layer is [. This latter expression may be of one of the following
forms: o N indicates a pending argument, V o a pending abstraction (that V'
is an abstraction rather than a mobile unit is enforced by the type system) and
unpack o to (v*,v°) in N a pending unpack body.

Finally, W is called a network environment and encodes the current state of exe-
cution at the remaining nodes of the network. The domain of W is the set of worlds
to which it refers. Also, we sometimes refer to W; k as the network environment.

The initial machine state (over X' = {wy, ..., wy}) is W;w : [finish, M], where
W ={w; :€¢...,w, : €} and w and M are any world and term, respectively.
Similarly, the terminal machine state is one of the form W;w : [finish, V]. Note
that in a terminal state the focus of computation is a fully evaluated term (i.e.
a value).

Run — time system syntax

W;w : [k, M|

{w1:C1,...wn : Cn}
return w | finish | k <

o N|V o |unpack o to (v*,v°) in N
e|C::k

A =2Z

Run — time system reduction schemes

W w: [k, MN] — W;w
Wsw: [k<o N,V] — W;w

1) k<o N, M|

2) :[k<aV o,N]

3) Wi w: [k<(Xa.M) o, V] — W w: [k, M{a/V}]

4) W;w : [k, unpack M to (v®,v°) in N| — W;w : [k Qunpack o to (v*,v°) in N, M|
5) W;w : [k Qunpack o to (v*,v°) in N, boxs M| — W;w : [k, N{v°/s}{v®/M}]

6) {w: Ciws};w: [k, fetch[w'| M] — {w : C:: k;ws}; w' : [return w, M]
7) {w: C::kyws};w' : [return w, V] — {w : Ciws;w : [k, V]

NS S S S~

Fig. 3. Operational semantics of A&
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4.1 Reduction Schemes

The operational semantics is presented by means of a small-step call-by-value
reduction relation whose definition is given by the reduction schemes depicted
in Fig. Bl The first scheme selects the leftmost term in an application for re-
duction and pushes the pending part of the term (in this case the argument of
the application) into the context. Once a value is attained (which the type sys-
tem, described below, will ensure to be an abstraction) the pending argument is
popped off the context for reduction and the value V' is pushed onto the context.
Finally, when the argument has been reduced to a value, the pending abstrac-
tion is popped off the context and the beta reduct placed into focus for the next
computation step. In the case that reduction encounters an unpack term, the
argument M is placed into focus whilst the rest of the the term is pushed onto
the context. When reduction of the argument of an unpack computes a value,
more precisely a mobile unit, the code and certificate components are extracted
from it and substituted in the body of the unpack term. Note that the schemes
presented up to this point all compute locally, we now address those that operate
non-locally. If a computation’s focus is on a fetch instruction, then the execution
context k is pushed onto the network environment for the current world w’ and
control transfers to world w. Moreover, focus of computation is now placed on
the term M. Finally, the context of computation at w is set to return w thus
ensuring that, once a value is computed, control transfers back to the caller. The
latter is the role of the final reduction scheme.

5 Type Soundness

This section addresses both progress (well-typed, non-terminal machine states
are not stuck) and subject reduction (well-typed machine states are closed under
the reduction). Recall from above that a machine state N is terminal if it is of
the form W;w : [finish, V7. It is stuck if it is not terminal and there is no N’ such
that N — N’. Two new judgements are introduced, machine state judgements
and network environment judgements:

- 2 FW;w,; [k, M]
- YFW;k: AQu,

The first states that W;w; : [k, M] is a well-typed machine state under the set
of worlds X'. The second states that the network environment together with the
local context is well-typed under the set of worlds X.

A machine state is well-typed (Fig. H)) if the following three requirements hold.
First W is a network environment with domain X'. Second, M is closed, well-typed
code at world w; with certificate s that produces a value of type A, if at all. Finally,
the network environment should be well-typed. The type of W; finish has to be the
type of the term currently in focus and located at the same world as indicated in
the machine state. A network environment W; k < o N is well-typed with type
A D B at world w under X, if the argument is well-typed with type A at w, and
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——— C.Finish
X' F W finish : AQuw
YEW;k:BQw X;-;->N:AQuw]|s Y+FW;k:BaQw X;-;->V:AD BQu|s
C.Abs C.App
YEW;i;k<go N: AD BQuw YEWikaV o: AQuw
YFW;k:B{v°/t}Qw X;v:A;->N:BQuls
C.Box
X+ W;k<unpack o to (v°,0°) in N : [tjAQuw
Y FA{w : Ciws};k: AQu'’
C.Return
Y A{w' : Ciik;ws};return w' : AQu
Y =Aw,...,wn} W={wi:Ch,...wn:Cp}
X5 >M: AQuj | s YEW;k: AQuw; MState

Wi, : [k, M]
Fig. 4. Typing schemes for machine states

the network environment W; k is well-typed with type B at the same world and
under the same set of worlds. Note that A O B is the type of the hole in the next
term layer in k£, and shall be completed by applying the term in focus to N. This is
reminiscent of the left introduction scheme for implication in the Sequent Calculus
presentation of Intuitionistic Propositional Logic. This connection is explored in
detail in [Her94, [CHOO]. The C.App and C.Box schemes may be described in similar
terms. Regarding the judgement X'+ {w’ : C:: k;ws} ;return w’ : AQuw, in order
to verify that the type A at w of the value to be returned to world w’ is correct,
the context at w’ must be checked, at w’, to see if its outermost hole is indeed
expecting a value of this type.

We now state the promised results. Both are proved by structural induction on
the derivation of the judgement X'+ N. Together these results imply soundness
of the reduction relation w.r.t. the type system: if a machine state is typable
under X’ and is not terminal, then a well-typed value shall be attained.

Proposition 1 (Progress). If X' - N is derivable and N is not terminal, then
there exists N' such that N — N'.

Proposition 2 (Subject Reduction). If X' - N is derivable and N — N/,
then X+ N’ is derivable.

6 Strong Normalization

We prove strong normalization (SN) of machine reduction by translating machine
states to terms of the simply typed lambda calculus with unit type (A*=). For
technical reasons (which we comment on shortly) we shall consider the following
modification of the machine reduction semantics of )\E,e't obtained by replacing
the reduction scheme:

2)Wi;w: k<o N, V] — W;w: [k<aV o, N]
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Machine reduction Lambda reduction Simply typed lambda calculus
(A& () (A& ) (At

F(W;w : [finish, M
FW;w:[k<o N,M

) =des M

1) =dey F(W w : [k, M NJ)
F(W;w:[kaV o,N]) =ges F

)

)

(Wsw : [k, V N])
F(W;w : [k<unpack o to (v*,v°) in N, M|) =aey F(W;w : [k, unpack M to (v®,v°) in NJ)
F({w: C::k;ws };w' : [return w, M]) =ges F({w C ws b w : [k, M])
T(a) =def @
T(v*) =gey v unit
T(P) =4ey P T(Aa.M) =aer Aa.T(M

)
=dey T(M) T(N)

)

T(AD B) =aey T(A) D T(B) T(MN)
) T(boxs M) =gey Aa.T (M), a fresh of type 1

)

)

T([s]A) =aeyr 1 D T(A
T (unpack M to (v*,v°) in N) =gy (Av.T(N)) T(M)
T (fetch|w] M) =gef (Aa.a) T(M)

Fig. 5. From machine reduction to the simply typed lambda calculus

by the following two new reduction schemes:

(2.1) Wyw:[k<o N, V] — W;w:[k<V o,N], N is not a value
(22)Wiw: [k<o V. a.M] — W;w: [k, M{a/V}]

These schemes result from refining (2) by inspecting its behavior in any non-
terminating reduction sequence. If N happens to be a value, then each (2) step
is followed by a (3) step. The juxtaposition of these two steps gives precisely
(2.2). The reduction scheme (2.1) is just (2) when N is not a value. It is clear
that every non-terminating reduction sequence in the original formulation can
be mimicked by a non-terminating reduction sequence in the modified semantics
in such a way that for each (2) step

— either it is not followed by a (3) step and thus becomes a (2.1) step or

— it is followed by a (3) step and hence (2) followed by (3) become one (2.2)
step.

Therefore, it suffices to prove SN of the modified system in order to deduce the
same property for our original formulation.

The proof of SN proceeds in two phases (Fig. [l). First we relate machine
reduction with a notion of reduction that operates directly on lambda terms via
a mapping F(-). Then we relate the latter with reduction in A1~ via a mapping
T(-). We consider the first phase. The map F(-) flattens out the local context
of a machine state in order to produce a term of /\Ele't. This function is type
preserving, a result which is proved by induction on the pair (W], k), where |W|
is the size of W (i.e. the sum of the length of the context stacks of all worlds in
its domain).

Lemma 4. Let N be W;w : [k, M]. If ¥ b N is derivable, then there exist A and
s such that X5 -;->F(N) : AQu | s is derivable.
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In order to relate machine reduction in /\Ele't with reduction in A"~ we introduce
lambda reduction. These schemes are standard except for the last one which states
that fetch terms have no computational effect at the level of lambda terms. It
should be mentioned that strong lambda reduction reduction is considered (i.e.
reduction under all term constructors).

Definition 1 (Lambda reduction for \&™).

(Aa.M)N —3  M{a/N}
unpack boxs M to (v®,v°) in N —g, N{v*/M}{v°/s}
fetch[w] M — pien M

We can now establish that the flattening map is also reduction preserving:

Lemma 5. If N —1 9147 N, then F(N) = F(N').
If N —92.2.3,5,6 N, then F(N) — 3,60, ftch F(N/).

The second part of the proof consists in relating lambda reduction in )\E,e't with
reduction in A1, For that we introduce a mapping T'(-) (Fig.E) that associates
types and terms in )\Eert with types and terms in Al'~. Function types are
translated to function types and the modal type [s]A is translated to functional
types whose domain is the unit type 1 and whose codomain is the translation
of A. Translation of terms is straightforward given the translation on types; the
case for fetch guarantees that each — yscp, step is mapped to a non-empty step
in AL, T'(-) over terms is both type preserving and reduction preserving. The
first of these is proved by induction over the derivation of X; A; I''> M : AQw | s.

Lemma 6. If X; A; > M : AQu | s is derivable in AS™, then A, I > T(M) :
T(A) is derivable in \V'7, where

1. I results from replacing each hypothesis a : AQw by a : T(A) and
2. A’ results from replacing each hypothesis v : AQw by v:1 D T(A).

The second is proved by induction on M making use of the fact that 7" commutes
with substitution of (the translation of) local variables (i.e. T(M){a/T(N)} =
T(M{a/N})). T does not commute with substitution of (the translation of)
validity variables (i.e. T(M){v/T(N)} # T(M{v/N}); take M = v®). However,
the following does hold and suffices for our purposes: T'(M){v/Xa.T(N)} —7}
T(M{v®*/N}{v°/s}). The arrow —7 denotes the reflexive, transitive closure of

— 3 while —>; (below) denotes its transitive closure.

Lemma 7. If M —p3 3 ttch N, then T(M) —>; T(N)

Our desired result may be proved by contradiction as follows. Let us assume,
for the time being, that —1 2.1,4,7 reduction is SN. Suppose, also, that there
is an infinite reduction sequence starting from a machine state N;y. From our
assumption this sequence must have an infinite number of interspersed —3.23 5
reduction steps:
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* * *
Nl —1,2.1,4,7 NZ —2.2,3,5 N3 —71,2.1,4,7 N4 —2.2,3,5 Ns —71,2.1,4,7 NG —2.2,3,5 ..

Then (Lem. [B)) we have the following lambda reduction sequence over typable
terms (Lem. H):

F(N1) = F(N2) —g,60,rtch F(N3) = F(Na) — 3,65, rter F(Ns) =
F(Neé) —p.5.5tch - --

Finally, we arrive at the following infinite reduction sequence (Lem. [1) of
typable terms (Lem. [B]) in A»~, thus contradicting SN of A\1:—:
T(F(N1)) = T(F(N2)) —5 T(F(Ns)) = T(F(Na)) —4 T(F(Ns)) =
T(F(Ne)) —7 ...
In order to complete our proof we now address our claim, namely that —
1,2.1,4,7 reduction is SN. It is the proof of this result that has motivated the
modified reduction semantics presented at the beginning of this section. First a

simple yet useful result for proving SN of combinations of binary relations that
we have implicitly made use of above.

Lemma 8. Let —1 and —2 be binary relations over some set X. Suppose
—1 48 SN and M is a mapping from X to some well-founded set such that:

1. © —1 y implies M(x) = M(y)
2. © —9 y implies M(x) > M(y)

Then —1 U —5 is SN.
Lemma 9. —1 21,47 reduction is SN.

Proof. First we prove SN of schemes (1) and (4). Then we conclude by resorting
to Lem. B introducing a measure My such that:

1. N — 4 N implies M2(N) = M3(N’) and
2. N —g 17 N implies M3(N) > My(N).

We write |M| and |k| for the size of M and k, respectively. Also, we write
|k, M| to abbreviate |k|+ |M|. Consider the measure M; of machine states over
pairs of natural numbers (ordered lexicographically):

My (Wsw = [k, M) =aey (W], [M])

This measure strictly decreases when schemes (1) and (4) are appliedd.
Measure M is defined as follows:

Mo(Wiw : [k, M]) =gey (|W, |k, M| — len(k) — m(M))

where len(k) is the length of k and m is the following mapping from closed terms
to positive integers:

3 Tt also decreases when (7) is applied. However, it does not decrease when (2) is
applied.
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m(V) =ges 0
m(MN) =def 1+ m(M)
m(unpack M to (v®,v°) in N) =gep 1 +m(M)
m(fetch[w] M) =gey 1
This measure decreases strictly for both (2.1) and (7), whereas it yields equal
numbers for (1) and (4).

We can finally state our desired result, whose proof we have presented above.

Proposition 3. — is SN.

7 Related Work

There are many foundational calculi for concurrent and distributed program-
ming. Since the focus of this work is on logically motivated such calculi we
comment on related work from this viewpoint. To the best of our knowledge,
the extant literature does not address calculi for both mobility/concurrency
and code certification in a unified theory. Regarding mobility, however, a num-
ber of ideas have been put forward. The closest to this article is the work of
Moody [Moo04], that of Murphy et al [VCHP04, [VCHO5, [VCHO07] and that of
Jia and Walker [JW04]. Moody suggests an operational reading of proofs in
an intuitionistic fragment of S4 also based on a judgemental analysis of this
logic [DP01a). It takes a step further in terms of obtaining a practical program-
ming language for mobility in that it addresses effectful computation (references
and reference update). Also, the diamond connective is considered. Worlds are
deliberately left implicit. The author argues this “encourages the programmer
to work locally”. Murphy et al also introduce a mobility inspired operational
interpretation of a Natural Deduction presentation of propositional modal logic,
although S5 is considered in their work (both intuitionistic [VCHPO04] and clas-
sical [VCHO3]). They also introduce explicit reference to worlds in their pro-
gramming model. Operational semantics in terms of abstract machines is con-
sidered [VCHP04, [VCHO5| and also a big-step semantics on terms [Mur(8]. Both
necessity and possibility modalities are considered. Finally, they explore a type
preserving compiler for a prototype language for client/server applications based
on their programming model [VCHO7]. Jia and Walker [JW04] also present a
term assignment for a hybrid modal logic close to S5. They argue that the hy-
brid approach gives the programmer a tighter control over code distribution.
Finally, Borghuis and Feij [BF0Q] introduce a calculus of stationary services and
mobile values whose type system is based on modal logic. Mobility however may
not be internalized as a proposition. For example, (1°(A D B) is the type of a
service located at o that computes values of B given one of type A. None of the
cited works incorporate the notion of certificate in their systems.

8 Conclusion

We present a Curry-de Bruijn-Howard analysis of an intuitionistic fragment (ILP)
of the Logic of Proofs LP. We start from a Natural Deduction presentation for
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ILP and associate propositions and proofs of this system to types and terms of
a mobile calculus A", The modal type constructor [s]A is interpreted as the
type of mobile units, expressions composed of a code and certificate component.
)\Eert has thus language constructs for both code and certificates. Its type system
is a unified theory in which both code and certificate construction are verified.
Indeed, when mobile units are constructed from the code of other mobile units,
the type system verifies not only that the former is mobile in nature (i.e. depends
on no local resources) but also that the certificate for this new mobile unit is
correctly assembled from the certificates of the latter.

Although we deal exclusively with the necessity modality, we hasten to men-
tion that it would be quite straightforward to add inference schemes for a pos-
sibility modality, in the line of related literature (cf. Sec. [[). A term of type
QA is generally interpreted to denote a value of a term at a remote location.
However, a provability interpretation of this connective in an intuitionistic frag-
ment of LP has first to be investigated. Since LP is based on classical logic ¢
is ignored altogether. However, in an intuitionistic setting the interpretation of
¢ in possible world semantics is not as uncontroversial as that of the necessity
modality [Sim94, Ch.3]. Nevertheless one could explore this additional modality
from a purely programming languages perspective.

Although )\E,e't is meant to be concept-of-proof language, it clearly does not
provide the features needed to build extensive examples. Two basic additions that
should be considered are references (and computation with effects) and recursion.
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Abstract. We extend the alternating-time temporal logics ATL and
ATL* with strategy contexts and memory constraints: the first extension
makes strategy quantifiers to not “forget” the strategies being executed
by the other players. The second extension allows strategy quantifiers to
restrict to memoryless or bounded-memory strategies.

We first consider expressiveness issues. We show that our logics can ex-
press important properties such as equilibria, and we formally compare
them with other similar formalisms (ATL, ATL* , Game Logic, Strat-
egy Logic, ...). We then address the problem of model-checking for our
logics, especially we provide a PSPACE algorithm for the sublogics in-
volving only memoryless strategies and an EXPSPACE algorithm for the
bounded-memory case.

1 Introduction

Temporal logics and model checking. Temporal logics (LTL, CTL) have been pro-
posed for the specification of reactive systems almost thirty years ago [13J7UT4].
Since then, they have been widely studied and successfully used in many situa-
tions, especially for model checking—the automatic verification that a model of
a system satisfies a temporal logic specification.

Alternating-time temporal logic (ATL). Over the last ten years, ATL has been
proposed as a new flavor of temporal logics for specifying and verifying properties
in multi-agent systems (modeled as Concurrent Game Structures (CGS) [2]),
in which several agents can concurrently act upon the behaviour of the system.
In these models, it is not only interesting to know if something can or will
happen, as is expressed in CTL or LTL, but also if some agent(s) can control the
evolution of the system in order to enforce a given property, whatever the other
agents do. ATL can express this kind of properties thanks to its quantifier over
strategies, denoted {A) (where A is a coalition of agents). That coalition A has
a strategy for reaching a winning location is then written (A) Fwin (where F
is the LTL modality for “eventually”).

S. Artemov and A. Nerode (Eds.): LFCS 2009, LNCS 5407, pp. 92{106,[2009.
© Springer-Verlag Berlin Heidelberg 2009
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Our contributions. In this paper, we extend ATL and ATL* in two directions:
first, while ATL strategy quantifiers drop strategies introduced by earlier quan-
tifiers in the evaluation of the formula, our logics keep executing those strate-
gies. To achieve this idea, we naturally adapt the semantics of ATL* in order
to interpret a formula within a stategy context. Our new strategy quantifier,
written (A9, can for instance express that “A has a strategy s.t. (1) Player B
always has a strategy (given that of A) to enforce @ and (2) Player C always has
a strategy (given the same strategy of A) to enforce ¥”. This would be written
as follows: (A) G ((B)® A (C)¥). Naive attempts to express this property in
standard ATL fail: in the ATL formula (A) G ({B) A {C) ¥), the coalitions do
not cooperate anymore; in (A) G ({4, B) DA (A, C) ¥), coalition A is allowed
to use different strategies when playing with B and C.

Our second extension consists in parameterising strategy quantifiers with the
resources (in terms of memory) allowed for strategies: we define the quantifier
(A®) with s € (NU {oo}), which restricts the quantification to strategies using
memory of size s (called s-memory strategies) for Player A. It is well-known that
memoryless strategies are enough to enforce ATL properties, but this is not the
case for ATL* formulae, nor for our extension of ATL (and ATL*) with strategy
contexts.

Our results are twofold: on the one hand, we study the increase in expres-
siveness brought by our extensions, comparing our logics to ATL and ATL* and
several related logics such as Game Logic [2], Strategy Logic [6] and QD,, [12], ...
We also illustrate their convenience with some sample formulas expressing e.g.
equilibrium properties.

On the other hand, we study the model-checking problem for our extensions:
while we only have a non-elementary algorithm for the most general logic, we
propose a polynomial-space algorithm for model-checking our logic in the mem-
oryless case, and extend it to an exponential-space algorithm for the bounded-
memory setting.

Related work. Recently, several works have focused on the same kind of exten-
sions of ATL, and come up with different solutions which we list below. Generally
speaking, this leads to very expressive logics, able to express for instance equi-
librium properties, and drastically increases the model-checking complexity.

— IATL [I] extends ATL with strategy contexts, with a similar definition as
ours, but it requires players to commit to a strategy, which they are not
allowed to modify in the sequel. This logic is then studied in the memoryless
case (which is proven to be a strict restriction to memory-based strategies).

— SL [6] extends temporal logics with first-order quantification over strategies.
This extension has been defined and studied only in the two-player turn-
based setting, where a non-elementary algorithm is proposed.

— QD,, [I2] considers strategies as labellings of the computation tree of the
game structure with fresh atomic propositions. This provides a way of ex-
plicitly dealing with strategies. This extension is added on top of the decision
p-calculus Dy, yielding a very expressive, yet decidable framework.
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— Stochastic Game Logic [3] is a similar extension to ours, but for stochastic
games. It is undecidable in the general case, but proved decidable when
restricting to memoryless strategies.

Instead of defining a completely new formalism, we prefer sticking to an ATL-
like syntax, as we believe that our new modality { -+ is more intuitive than
the standard ATL modality {A)) . Also, none of the above the extension has the
ability to explicitely restrict to bounded-memory strategies, which is of obvious
practical relevance and leads to more efficient algorithms.

Plan of the paper. Section [2] contains the definitions of our logics, and of our
bounded-memory setting. Section [B deals with the expressiveness results, and
compares our extension with those cited in the related work above. In Section [,
we consider the model-checking problem for our extensions, and provide algo-
rithms for the case of s-memory strategies. For lack of space, we refer to the full
version [4] of this paper for the detailled proofs.

2 Definitions

In this section we introduce classical definitions of concurrent game structures,
strategies and outcomes. We then define a notion of s-bounded memory strategies.
In the whole paper, AP denotes a finite non-empty set of atomic propositions.

2.1 Concurrent Game Structures

Concurrent game structures are a multi-player extension of classical Kripke
structures [2]. Their definition is as follows:

Definition 1. A Concurrent Game Structure (CGS for short) C is a 8-tuple
(Loc, Ly, Lab, 6, Agt, M, Mov, Edg) where:

— Loc is a finite set of locations, ¢y € Loc is the initial location;

— Lab: Loc — 2P is a labelling function;

— 6 C Loc x Loc is the set of transitions;

— Agt={A1,..., A} is a finite set of agents (or players);

M is a finite, non-empty set of moves;

Mov: Loc x Agt — P(M) ~ {@} defines the (finite) set of possible moves of
each agent in each location.

Edg: Locx M¥* — §, where k = |Agt|, is a transition table. With each location
and each set of moves of the agents, it associates the resulting transition.

The size |C| of a CGS C is defined as |Loc| + |Edg|, where |Edg| is the size of
the transition tabld]. The intended behaviour is as follows [2]: in a location £,

! Our results would still hold if we consider symbolic CGSs [10], where the transition
table is encoded through boolean formulas.
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each player A; chooses one of his possible moves m 4, and the next transition is
given by Edg(¢,ma,,...,m4, ). We write Next(¢) for the set of all transitions cor-
responding to possible moves from ¢, and Next(¢, A;,m), with m € Mov(¢, 4;),
for the restriction of Next(¢) to possible transitions from ¢ when player A; makes
the move m.

2.2 Coalitions, Bounded-Memory Strategies, Outcomes

Coalitions. A coalition is a subset of agents. In multi-agent systems, a coalition A
plays against its opponent coalition Agt \. A as if they were two single players.
We thus extend Mov and Next to coalitions:

— Given A C Agt and ¢ € Loc, Mov(¢, A) denotes the set of possible moves
for coalition A from £. Those moves m are composed of one single move per
agent of the coalition, i.e., m = (Mmg)acA-

— Next is extended to coalitions in a natural way: given m = (mg)aca €
Mov(¢, A), we let Next(¢, A, m) denote the restriction of Next(¢) to locations
reachable from ¢ when every player A; € A makes the move my;.

Strategies and outcomes. Let C be a CGS. A computation of C is an infinite se-
quence p = {ol; ... of locations such that for any 4, ;11 € Next(¢;). We write p’
for the i-th suffix of p, and pl[i...j] for part of p between ¢; and ¢;. In particular,
pli] denotes the i 4+ 1-st location ¢;. A strategy for a player A; € Agt is a func-
tion f4, that maps any finite prefix of a computation to a possible move for A;,
i.e., satisfying fa,(lo...%4n) € Mov(l,,, A;). A strategy is memoryless if it only
depends on the current state (i.e., fa,(lo...Lm) = fa,(€m)). A strategy for a
coalition A of agents is a set of strategies, one for each agent in the coalition. The
set of strategies (resp. memoryless strategies) for A is denoted Strat(A) (resp.
Strat(A)).

A strategy for A; induces a set of computations from ¢, called the outcomes
of fa; from ¢ and denoted Out(/, fa,), that player A; can enforce: {of; ... €
Out(l, fa,) iff Lo = € and ;11 € Next({;, Aj, fa,(lo...¢;)) for any i. Given a
coalition A, a strategy for A is a tuple F4 containing one strategy for each player
in A: Fa = {fa,|A; € A}. The domain of F4 (dom(F4)) is A. The strategy fa,
for A; is also denoted (F4)|4,; more generally, (Fa)|p (resp. (Fa)\p) denotes the
restriction of F4 to the coalition A N B (resp. A\B). The outcomes of F4 from
a location ¢ are the computations enforced by the strategies in Fu: £oly ... €
Out(¢, Fa) iff 49 = ¢ and for any i, £;11 € Next(€;, A, (fa,(€o,...,¢;))a;ea). Note
that Out(¢, Fa) C Out(¢, (Fa) p) for any coalitions A and B, and in particular
that Out(¢, Fiz) represents the set of all computations from ¢.

It is also possible to combine two strategies F' € Strat(A) and F’ € Strat(B),
resulting in a strategy Fol"” € Strat(AUB) defined as follows: (FoF") 4, (Co - - - £1m)
equals Fia, (lo ... 4m) if A; € A, and it equals F|/Aj (by... Ly)if Aj € BN A.

Finally, given a strategy F', an execution p and some integer ¢+ > 0, we de-
fine the strategy F** corresponding to the behaviour of F after prefix p|0...i]
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as follows: FP(r) = F(p[0...i] - ). Note that if F is memoryless, then
Fri=F,

Bounded-memory strategies. Between general strategies (without bound over its
resources) and memoryless strategies, we can consider bounded-memory strate-
gies. Let s be a (binary-encoded) integer representing the size of the memory. We
define a bounded memory strategy as a memoryless strategy over the locations
of the CGS and a set of memory cells [ITJI6]: choosing the move depends on
both the location and the current memory cell, and after every move, the player
can “update” its memory by moving to another cell. The size of the memory is
then defined as the number of cells. Let Cell be the set of s + 1 memory cells
{0,...,s}.

Formally an s-memory strategy F4 for Player A is a 3-tuple (F™V, Fee!l )
where: F™ is a mapping from Cell x Loc to M that associates a move with the
current memory cell and the current location of the CGS, F°*!! is a mapping from
CellxLoc to Cell that updates the memory cell, and ¢ is the current memory cell of
this strategy. For the sake of readability, given a bounded-memory strategy F4 =
(Fmov Feell ¢), we still write Fla(¢) for F™V(c, ().

The notions of computations and outcomes are easily extended to this new
setting: the set Next(¢, A, F4(¢)) contains the possible successor locations when
A plays from /¢ according to F4. Of course, the memory cell of Fy changes along
an execution p, and we define F"* as the strategy (Fmov, Feell ;) where ¢; is
defined inductively with: co = ¢ and ¢;+1 = F<(p[j], ¢;). Finally the outcomes
Out(¢, F4) are the executions p = £of; ... such that £; 1 € Next({;, A, Fz’j(fj)).

Coalitions are handled the usual way: we use pairs (4, s) to represent a coali-
tion A C Agt and a memory-bounds vector s € (N U {oo})? which associates a
size s(A;) with the memory that agent A; € A can use for its strategy. The set
of strategies for A with memory bound s is denoted Strat®(A), and we omit to
mention the memory bound when none is imposed.

2.3 The Logic ATL*

sc,00

We now define the logic ATLY, . that extends ATL* with strategy contexts and

sc,00

bounded-memory strategy quantifiers:

Definition 2. The syntax of ATL

sc,00

is defined by the following grammar:

ATL:C’OO D @s, s =P | =5 | s Vs | (As)pp | )AL s
psp = s | —p | p Vb | Xy | 0 Uty

with P € AP, A C Agt and s € (NU {oo})A. Formulas defined as @, are called
state formulas, while ¢, defines path formulas.

An ATL}, ., formula @ is interpreted over a state £ of a CGS C within a strategy
context F € Strat(B) for some coalition Bj; this is denoted by ¢ g &@. The

semantics is defined as follows:
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CEr (A s)pp iff dF4 € Strat®(A). Vp € Out({, FaoF). p Eraor ¢p,
LEr YAtps  HE LER, ¢s
pEF s iff pl0] EF s,
plErXe, it pl g gy,
plEre, Uty  iff 3ipt Epes b, and VO < 5 < i pf Epes @p.

Given a CGS C with initial location £y, and an ATLY, _ formula &, the model-
checking problem consists in deciding whether? by Eo P.

The formula (A, s) ¢ holds on a location £ within a context F' for a coalition B
iff there exists a s-memory strategy for A to enforce ¢ when B plays according
to the strategy F. We use (A) to denote the modality with no restriction
over the memory allowed for the strategies of A (i.e., the modality ¢A4,0c04));
and we use (A°) as an abbreviation for (A4,0%) to consider only memoryless
strategies.

Conversely the modality )A¢ removes the strategy for A from the current

context under which the formula is interpreted. The operator )Agt( allows us
to empty the current context, and then we clearly have: £ =r JAgt{ ¢ < (=5
JAgt( ¢ for any context F' and F’.
This entails that ATLY, ., contains ATL™ (thus also CTL"). Indeed the classical
strategy quantifier of ATL*, namely (A), does not handle strategy contexts:
{A) ¢ holds for a location ¢ iff A has a strategy to enforce ¢ whatever the
choices of Agt\A. Clearly {A) ¢ is equivalent to )Agt(¢ ¢A) .

Obviously the existence of an s-memory strategy for A to enforce ¢ entails
the existence of an s’-memory strategy if s’ > s (i.e., s'(4;) > s(4;) for all
A; € A). Note that the converse is not true except for special cases such as ATL
where memoryless strategies are sufficient (see [2I15]).

We will use standard abbreviations such as T = PV =P, L = =T, Fp =
T U g, etc.

Now we introduce several fragments of ATL

* .
sc¢,00°

— ATLY., (with b € N) is the fragment of ATLY, . where the quantifiers (A4, s
only use memory-bounds less than or equal to b. In particular, ATL:C’0 only

allows memoryless strategies.

— ATL}, is the fragment of ATL}, . where no restriction over the memory is

s¢,00
allowed (any strategy quantifier deals with infinite-memory strategies).

— ATLsc,o0 contains the formulae where every temporal modality is in the im-
mediate scope of a strategy quantifier (i.e., the path formulae are restricted
to ps Utds, ps Rips— R is the “dual-until” modality—and X ¢;). It follows
from the above assertion that ATL,. o, contains ATL and CTL. We also define
the fragments ATL,.; and ATL,. as above.

2 The context can be omitted when it is empty, and we can directly write £ =X
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3 Expressiveness

In this section, we consider expressiveness issues, first illustrating the ability
of ATLY to state interesting properties, and then comparing it with related

sc,00

formalisms.

3.1 Some Interesting Formulas of ATL*

sc,00

The new modalities (A} allow us to express many interesting properties over
the strategies of different players in a game. In [4], we show how our logics
can express the different properties that motivated the introduction of SL, QD,,
or IATL. Here we just give a few examples.

Nash equilibria. Given two players A1 and As having their own objectives &4
and @o, two strategies F; and F5 for players 1 and 2 respectively form a Nash
equilibrium if there is no “better” strategy F| for A; w.r.t. #; when Player 2
plays according to F5, and wvice versa. Given a strategy context F' = (F, Fy),
the following formula holds in state ¢ under F iff F} and F, form a Nash
equilibrium in ¢:

((<.A1-> D)) = Oy A ((Ap)dy) = qsz)

This provides us with a way of expressing the existence of Nash equilibria having
extra properties.

Winning secure equilibria. The winning secure equilibrium [5] (WSE) is a stronger
notion of equilibrium: two strategies F; and F3, for players 1 and 2 with objec-
tives @1 and @» respectively, form a WSE if each player has no better strategy
for himself, and no worse strategy for his opponent. Again, the strategy con-
text F' is a winning secure equilibrium in ¢ iff the following formula holds in ¢
within F":

(<A1> 9151) = @1 AN (<A2> @2) = @2 A
(<A1> (@1 AN —@52) = (@1 A —@52)) AN (<A2> (@2 AN —@51) = (@2 AN —@51))

Client-server interactions. Given a protocol where a server S has to treat the
requests of differents agents A;, ..., A,, we can express that S has a strategy to
ensure that every agent A; can act in order to make its requests to be granted.
Such a property can be stated as folows:

(SYG [7/\ (reqi = <-Ai->Fgranti>}

Clearly this property requires the use of strategy contexts because every agent
has to cooperate with the server (but not with other agents).
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3.2 Expressiveness of )A({ Quantifier

We have illustrated the use of modality )A{¢ by expressing the classical ATL*
modality (A) with JAgt{ (A : we first forget the current strategy context and
then quantify over the existence of a strategy for A: relaxing is necessary because
it has to be a real strategy, i.e., correct for any choice for the other agents. In fact,
this modality does not add expressive power to ATLY  __:

sc,00°"

Proposition 3. For any ATL:QDO formula @, there exists a formula ¥ contain-
ing no 3 - ¢ modality such that ® = V.

Proof. Given a subset of agents C' C Agt and ¢ € ATL we define formula ¢°

s¢,00

recursively as follows (in this definition, [C]¢ def _ (CY =p):
(A, s) @C def (A, s) [C\A] @C\A YA( @C def fCUA
ouv” o uw® X 3¢ < x ¢
N AT N —pC et _pC
pYdfp

Now we have the following lemma:

Lemma 4. For any strategy context F, any subset C C dom(F) and any for-
mula & € ATL, and any path formula @,, we have:

sc,00

C
E):F\CQS ~ E)ZFQS

C
p':F\c P pEF 2

Proof. The proof is done by structural induction over the formula. In this proof
we will use C” as an abbreviation for the coalition C'\ A. Moreover Fg ranges
over strategies for coalition B.

— v 4 s) 0

We have the following equivalences : £ =r (A, s) [C"] ¢ means by defini-
tion
3F4. YEcr. Yp € Out(q, FeroFaoF). p Eporor ¢,

Then the induction hypothesis yields

IF. VFer. Vp € Out(q, ForoFAoF). p E(FoFaoF), or) P

or equivalently, since (FgroFaoF)\¢r = Fao(F\¢):
JF4. VFer. Vp € Out(q, ForoFs0F). p ':FA0<F\C) ®,

or also
JF4. ¥p € Out(q, Fao(F\¢)). p |:(FAo(F\c)) ®,



100 T. Brihaye et al.

since we have
J  Out(q, FeroFaoF) = Out(q, Fao(F\¢)).
Fgr eStrat(C’)

This leads to £ Er . (A,s) e, which is the desired result.

s 9A( . On the one hand, by the semantics of ATL}, .,

qﬁ ):F\c >A<90 ifft ¢ ):F\(CUA) ®-
On the other hand, the induction hypothesis tells us that:

CEFR cos e T CEFR QCYA,

Gathering the two equivalences, we obtain the desired result.
_— ¢ U1). The semantics of ATL]
the following formal holds:

Ji. pt F(ro)ei ¥ and VO < j <. g F(r o) -

By using the induction hypothesis, the above formula is equivalent to the
following one:

we have that:

tells us that p = ¥ if and only if

c,00

Ji. p' =g 1/)0 and Y0 < j < i. p? =pos @©,

which means that p =r ¢ U wc. We thus obtain the desired result.

— The remaining cases are straightforward.

We can now finish the proof by considerng ¥ = ?°. (]

3.3 Comparison with Other Formalisms

Figure [l summarizes the expressiveness results for our logics. An arrow L — L’
denotes that L <., L, i.e., that L’ is at least as expressive as L (i.e., for any
formula in L, there exists an equivalentﬁ formula in L’). Note that in some
cases, the relation is strict and we have L < L, see the corresponding theorems
for more details. The dotted arrows correspond to results proved in (the long
version of) this paper; plain arrows correspond to literature results (they are
labeled with bibliographic references) or direct syntactic inclusions.

The results about ATL, ATL*, CTL* and AMC are presented in [4]: most of
them are based on the ability of the new modalities with strategy contexts and/
or memory bounds to distinguish models that are alternating-bisimilar (and thus
satisfy the same formulas of the classical AMC fragments). The full version also
contains the proof that adding the quantification over bounded memory increases
the expressive power of ATL,. and ATLY,.

Here we only develop our results concerning Game Logic, which is a powerful
logic to handle properties over strategies, and we discuss the case of Strategy
Logic.

3 That is, having the same truth value in any location of any CGS under any context.
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SL cTLr
_m
QD - S ATL—CTL
ja T ATL.. /
ATL:. o ATL.coo * TTIATL

Fig. 1. Expressiveness of ATLsc 0o and ATL}. o, compared to classical logics

Comparison with Game Logic. Game Logic was introduced in [2] in order
to express the module-checking problem [9]. This logic is an extension of ATL*
where the existence of a strategy for A is written FA, and where it is possible to
deal explicitly with the execution tree induced by a strategy: given such a tree t, it
is possible to quantify (with modalities 3 and V) over the executions inside ¢ and
specify temporal properties. For example, the formula 3A.((3P U P')A(VF P"))
specifies the existence of a strategy F4 for A s.t. in the tree induced by Fla,
we have: (1) there exists a run along which PU P’ holds and (2) every run
satisfies F P”. We have the following result:

Theorem 5. ATL:. >.. GL

Proof (sketch). First we give a translation from GL into ATL},; given a GL for-
mula ¢, we inductively define ¢:

34 < (A) o 30 ¥ (o) g PEP
The other inductive rules are defined in the natural way. Note that if ¢ is a
GL tree-formula, then ¢ is an ATL}, state-formula. In this translation, we use
a strategy context to represent the tree used to interpret GL path- and tree-
formulae. In the following, given a state ¢ of a CGS and a strategy F' for some
coalition A, we use ExecTree({, F) to denote the subtree of the computation tree
from ¢ whose infinite rooted paths are the elements of Out(¢, F'). We must show
that for any GL path (resp. tree) formula ¢, (resp. ¢:), any path p in some
CGS and any strategy F for some coalition A, we have: (ExecTree(p[0], F), p) |=
op iff p E=r @, and ExecTree(p[0], F') = ¢ iff p[0] =F ¢:. Here we just consider
the first equivalence (the second one can be treated in a similar way). The usual
induction steps are straightforward, thus we only consider the following two cases:

— ¢ = AA4). Then p Er ¢ means that there is a strategy F”’ for coalition A,
s.t. any computation p’ in Out(p[0], F) satisfies . By i.h., this is equivalent
to IF’ € Strat(A). Vp' € Out(p[0], F’). (ExecTree(p[0], F'), p’) = 9, hence to
p[0] E FA.¢ because 9 is a tree formula. Now FA.¢) is a state formula that
can be interpreted over any execution tree with root p[0], in particular over
ExecTree(p[0], F).
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Fig. 2. S; and Sz cannot be distinguished by GL

— ¢ = . Then p Er ¢ means that “not all the computations from p[0] and
following the strategy context F' do not satisfy ¢”, and is then equivalent
to 3p’ € Out(p[0], F). p' =F . Again from the i.h. we obtain the existence
of a path in ExecTree(p[0], F') satisfying 1, and then ExecTree(p[0], F) |=
Iy, which is equivalent to (ExecTree(p[0],F),p) = ¢ (as ¢ is a tree
formula).

Finally if we consider the case where ¢ is a state formula and F' is the empty
strategy, we get that ¢ is an ATL%, equivalent formula for (.

We have GL <., ATL}, because the ATL,. formula (A4;)X ((A42) Xb A
(Az) X a) has no equivalent in GL. Indeed consider the CGSs S; and Sp in
Figure Bl They satisfy the same GL formulas, since move 3 for Player 1 (in Sp)
does not affect the sets of execution trees induced by all strategies for a fixed
coalition: for any coalition A and state g, we have ExecTree(q, Strats, (4)) =
ExecTree(q, Strats, (A4)). Yet this move ensures that s satisfies (A1) X ((Az) X bA
(Asz) X a) (when players 2 and 3 respectively choose moves 2 and 1), while sg
does not. O

Comparison with Strategy Logic [6]. Strategy Logic has been defined in [6]
as an extension of LTL with first-order quantification on strategies. That player A
has a strategy to enforce ¢ is then written Joa. Vop. ¢(0a,0p5) where the
arguments (i.e., the strategies for the two players) given to ¢ indicate on which
paths ¢ is evaluated.

While this logic has only been defined on 2-player turn-based games, its defini-
tion can easily be extended to our n-player CGS framework. We conjecture that
ATL,c,00 and SL are incomparable (proving those results seems to be especially
challenging due to the particular syntax of SL):

— SL can explicitly manipulate strategies as first-order elements. It can for
instance state properties such as 3z1. Jy;. Jzo. Jys. [901 (z1,11) A2 (2, Y1) A
w3(x1,y2) A pa(za, yg)] which (we conjecture) ATLs. oo cannot express due
to the circular constraint.
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— on the other hand, SL requires subformulas embedded in modalities to be
closed. As a consequence, formula 3z1. Yyi. [G (y2. [Fp](z1,y2))](x1,y1)
is not an SL formula (because Jys. [F p](x1,y2) is not closed), while it is
expressed in ATLs. o as (A) G ((B)Fp).

However, it should be noticed that the simple one-alternation fragment of SL
can be translated into ATLY, . Indeed this fragment is built from formulas of

the form Jz1. Jy. Voo, Vyo. [p1(21,42) A @222, y1) A @s(x1,1)] [6] which we
can express as (A9 [901 A (A9 (o3 A YA cpg)].

4 ATl and ATL:C,c>° Model-Checking

We begin with proving that model-checking is decidable for our logic. Still, as is
the case for Strategy Logic, the resulting algorithm is non-elementary. We thus
mainly focus on simpler cases (namely, memoryless and bounded-memory strate-
gies), where more efficient algorithms can be obtained.

Theorem 6. Model checking ATL, .. formulas over CGS is decidable.

sc,00

Proof (sketch). Our logic ATL}, can be translated into QD,, (see [4] for more
details). This yields decidability of ATL,. Moreover, as we will see in Section 2]
it is possible to encode the bounded-memory strategies as memoryless strategies
over an extended CGS. Since memorylessness can be expressed with QD,,, this
provides an indirect algorithm for ATL} model checking. O

sc,00

4.1 Model-Checking ATL:C’0 and ATL,.o

Theorem 7. The model checking problems for ATLY, o and ATL..o over CGSs
are PSPACE-complete.

Proof. We only address the membership in PSPACE. The hardness proof is sim-
ilar to that of [3] (and is also detailled in [4]).

Let C be a CGS, ¢ a location and F' a memoryless strategy context, assigning
a memoryless strategy to each player of some coalition A. Since F' contains only
memoryless strategies, it associates with each location one move for each agent
in A. Dropping the other moves of those agents, we get a CGS, denoted (C, F),
whose set of executions is exactly the set of outcomes of F' in C.

From this and the fact that a memoryless strategy can be stored in space O(|Q)),
we get a simple PSPACE model-checking algorithm for /—\TL:Q0 that relies on a
(PSPACE) model-checking algorithm for LTL. The main difficulty is that strat-
egy contexts prevent us from proceeding in a standard bottom-up fashion. As a
consequence, our algorithm consists in enumerating strategies starting from out-
ermost strategy quantifiers.

If ¢ is an ATL}, , path formula, we denote by P(p) the set of outermost
quantified ¢ subformulae (i.e. of the form (A9 ), and by o(¢) the correspond-
ing LTL formula where all subformulae 1) € ®(¢) have been replaced by new
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propositions a,. We enumerate all possible contexts, recursively calling the al-
gorithm at each step of the enumeration, and thus gradually taking care of each
labelling a,,. Algorithm [I] describes the procedure. O

Algorithm 1. : MC-ATL}, ((C, F,fo, ) — ATL., model checking

sc,0
Require: a CGS C, F € Strat’(A), lp € Loc and an ATL3. o path formula ¢
Ensure: YES iff VA € Out(do, F),\ EFr ¢
C':=(C,F)
foreach ¢ € &(p) do
case i) = (B%) ¢’ :
for F € Strat®(B), £ € Loc do
if MC-ATL}, o(C, FpoF,l1,9"), then label | with ay
case ) = YB{ ' :
for | € Loc do
if MC-ATL}, (C, F\g,l,%’), then label [ with a
return MC LTL (C',ly, Ac(y))

Remark 1. Note that PSPACE-completeness straightforwardly extends to “mem-
oryless” extensions (i.e., with quantification over memoryless strategies) of ATL*
and SL. Since ATL objectives do not require memory, ATL is the same as ATL,
and its model-checking problem is PTIME-complete. Moreover a similar algo-
rithm would work for symbolic CGSs, a succinct encoding of CGS proposed
in [RIT0]. Also notice that both the above algorithm and the PSPACE-hardness
proof can be adapted to IATL. This corrects the AF-completeness result of [I].

4.2 Bounded-Memory Strategies

The case of bounded-memory strategies can be handled in a similar way as mem-
oryless strategies. Indeed as explained in Section [Z2 we can see an s-bounded
strategy for Player A; as a memoryless strategy over an extended structure
containing the original CGS C and a particular CGS controlled by A; and de-
scribing its memory. Formally, for a player A;, we define the CGS M, ' as follows:

M, = (Agt, Loc’, @, Loc’ x Lock, @, Mi U { L}, Mov', Edg’) where

— Loc! = {0,...,s} is the set of (unlabeled) locations;

— M. is isomorphic to Loc’, (and we identify both sets),

— Mov’, and Edg’ do not depend on the location: Mov’, allows only one move L
to each player, except for player A;, who is allowed to play any move in M?.
Then Edgf9 returns the location chosen by A;.

Let s € NA& he a memory-bound vector. Now considering the product struc-
ture Cs = HAg,E/—\gt Mz(iAi) x C, for all players A; we can very simply export
s(A;)-memory-bounded strategies of C to some memoryless strategies over Cj.

Indeed, given a player A;, we do not want to consider all memoryless strategies f
over C, but only the ones where A; exclusively uses the information from M‘Z(:xj )
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(i.e., such that f(i1,...,%5,..., 4, 1) = f(0,...,45,...,0,1)). Let RStratgs(Aj) be
this restricted set of such strategies ; clearly we have RStratgs (4;) C Stratgs (4;).
Adapting the proof of Theorem [0 to memory-bounded strategies, we get:

Proposition 8. Let C = (Agt, Loc, {y, AP, Lab, M, Mov, Edg) be a CGS. Let ¢ €
ATL;CJ, inwvolving only s-memory quantifiers. Then ¢ can be checked in exponen-
tial space.

Proof. We run the algorithm of Theorem [7 over the structure Cs, restricting the
enumerations of Stratgs (B) to those of RStratgs (B). O

Remark 2. — If the memory-bounds s were given in unary, our algorithm would
be PSPACE, since the LTL model-checking over the product structure can be
performed on-the-fly.

— Note that this algorithm can deal with formulas containing several subfor-
mulas (A4, s19¢1, ..., (4, sp) ¢, with different memory bounds s; (for the
same coalition A).

— Since our algorithm consists in enumerating the strategies, it could cope
with games of incomplete information, where the strategies would be based
on (some of) the atomic propositions labeling a location, rather than on the
location itself [15].

— Bounded-memory quantification can be defined also for the other formalisms
where memory-based strategies are needed, e.g. ATL* or SL. Our EXPSPACE
algorithm could easily be adapted to that case.

5 Conclusion

In this paper we propose powerful extensions of ATL and ATL* logics. These
extensions allow us to express many interesting and complex properties that
have motivated the definition of new formalisms in the past. An advantage of
these extensions is to treat strategies through modalities as in ATL and ATL*.
As future work, we plan to study the exact complexity of model-checking
ATLsc 00 and /—\TL;C’OO, with the aim of finding reasonably efficient algorithms
for fragments of these expressive logics. Finally we think that the ability to deal
explicitly with bounded-memory strategies is an interesting approach to develop.
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Abstract. We recently introduced an extensional model of the pure
A-calculus living in a canonical cartesian closed category of sets and re-
lations [6]. In the present paper, we study the non-deterministic features
of this model. Unlike most traditional approaches, our way of interpreting
non-determinism does not require any additional powerdomain construc-
tion. We show that our model provides a straightforward semantics of
non-determinism (may convergence) by means of unions of interpreta-
tions, as well as of parallelism (must convergence) by means of a binary,
non-idempotent operation available on the model, which is related to the
miz rule of Linear Logic. More precisely, we introduce a A-calculus ex-
tended with non-deterministic choice and parallel composition, and we
define its operational semantics (based on the may and must intuitions
underlying our two additional operations). We describe the interpreta-
tion of this calculus in our model and show that this interpretation is
sensible with respect to our operational semantics: a term converges if,
and only if, it has a non-empty interpretation.

Keywords: A-calculus, relational model, non-determinism, parallel com-
position, denotational semantics.

1 Introduction

Pure and typed A-terms are specifications of sequential and deterministic
processes. Several extensions of the A-calculus with parallel and/or non-
deterministic constructs have been proposed in the literature, either to increase
the expressive power of the language, in the typed [T9I7UT4] and untyped [4J5]
settings, or to study the interplay between higher order features and parallel/
non-deterministic features [T6I8/9].

When introducing non-determinism in a functional setting, it is crucial to
specify what notion of convergence is chosen. Two widely used notions are:

— the must convergence: a non-deterministic choice converges if all its compo-
nents do. This characterizes the demonic non-determinism.

— the may convergence: a non-deterministic choice converges if at least one of
its components does. This characterizes the angelic non-determinism.
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The usual denotational models of functional calculi do not accommodate may
non-determinism: let TRUE and FALSE be two convergent term, whose deno-
tations in standard models are distinct. What semantic value should take the
non-deterministic term TRUE + FALSE, which may converges to TRUE and to
FALSE? The value should be both TRUE and FALSE if we want the semantics to
be invariant under reduction!

The typical way of interpreting “multi-valued” terms, like the one above, is
to use models based on powerdomains [I8], often defined as filter models with
respect to suitable notions of intersection and union types [8/9]. The seman-
tics of TRUE 4 FALSE becomes some kind of join of both values, available in
the powerdomain (similar techniques are also used for interpreting must non-
determinism). In this framework, both kinds of non-determinism are modelled
by some idempotent, commutative and associative operations.

In a recent paper [I1], Faure and Miquel define a categorical counterpart of the
syntactical notion of parallel execution: the aggregation monad. Powerdomains,
sets with union and multisets with multi-union are all instances of aggregation
monads (in categories of domains and of sets, respectively). In general, the notion
of parallel composition modelled by an aggregation monad is neither idempotent,
nor commutative, nor associative.

There are however models of the ordinary A-calculus where aggregation,
considered as parallel composition (that is, as must non-determinism), can be
interpreted without introducing any additional structure, such as the above men-
tioned aggregation monads or powerdomain constructions.

This is the case in models of multiplicative exponential linear logic (MELL),
where aggregation can be interpreted by the mix rule, if available. This rule allows
to “put together” any two proofs whatsoever [7]. More precisely, parallel composi-
tion is obtained by combining the mix rule with the contraction rule. Indeed, mix
can be seen as a linear morphism X ® Y — X?&Y, so that there is a morphism
7A®?7A — ?A, obtained by composing the mix morphism 74 ® 7A — 7A%B7A
with the contraction morphism ?A%?A —o ?A. This composite morphism defines
a commutative algebra structure on ? A, which is used to model the “parallel com-
position” of MELL proofs. Thus, to obtain a model of parallel A-calculus, it is suf-
ficient to solve the equation D = D = D, with an object D of shape 7A.

This is precisely what we did in [6], in a particularly simple model of linear
logic: the model of sets and relations. Similar constructions are possible in other,
richer models, such as the well known model of coherence spaces [12], or the
model of hypercoherences [I0]: the mix rule is available there, as well as in
many other models. This shows that coherence (which prevents the above join
of TRUE and FALSE) is not an obstacle to the interpretation of the must non-
determinism in the pure A-calculufd. Our model D of [0] satisfies the recursive
equation D = ?(A) where A = (D™)+, and therefore, D has the commutative

! They could be the actual boolean constants in a typed A-calculus with constants, or
the projections Axy.x, Ary.y as pure A-terms.

2 In a typed language like PCF, this would be more problematic, since the object
interpreting the type of booleans does not have the above mentioned structure.
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algebra structure mentioned above. It is precisely this structure that we use for
interpreting parallel composition, just as Danos and Krivine did in [7] for an
extension of Au-calculus with a parallel composition operation.

However, the category of sets and relations has another feature, which allows
for a direct interpretation of the may non-determinism as well: morphisms are
arbitrary relations between sets (interpreting types), and hence morphisms are
closed under arbitrary unions. Thanks to this union operation on morphisms,
may non-determinism can be interpreted directly, without introducing any ad-
ditional powerdomain construction or aggregation monad. Of course, this op-
eration is not available in the coherence or hypercoherence space models. Note
that, if we consider M + N — M as a reduction rule of our calculus, then
our semantics is not invariant under reduction, since the process of performing
non-deterministic choices entails a non recoverable loss of information. But the
situation is fundamentally similar with the powerdomain-based interpretations.

To summarize, in our model D, the semantic counterparts of may and must
non-determinism are at hand: they are simply the set-theoretic union and the
mix-based algebraic operation. In this framework, parallel composition is no
longer idempotent. This is quite natural if we consider each component of a
parallel composition as the specification of a process whose execution requires
the consumption of some kind of resources.

Contents. We introduce an extension of A-calculus with parallel composition
and non-deterministic choice, called A -calculus, and we define its operational
semantics by associating with each term a generalized hnf (head normal form),
which is a set of multisets of terms whose head subterms are variablesd. Roughly
speaking, the operational value of a term is the collection of all possible outcomes
of its head reductions. When the head subterm is M + N (may non-deterministic
choice), the head reduction goes on by choosing either M or N, and when the
head subterm is M||N (must parallelism), the head reduction forks.

We provide the denotational semantics of the A, -calculus in D, considered
as a A-model, and endowed with two additional operations which turn it into a
semiring. We prove the soundness with respect to S-reduction, and we show that
the interpretations of the hnf’s of a term M are included in the interpretation of
M. Next, we generalize Krivine’s realizability technique to our extended calculus,
showing that our denotational model is sensible: the operational value of a term
is non-empty (i.e., a term is solvable) if, and only if, its denotation is non-empty.

2 Preliminaries

To keep this article self-contained we summarize some definitions and results
that will be used in the sequel. In particular, we present our semantic framework
MRel and we recall the construction of a specific reflexive object D of MRel,
which we have introduced in [6]. Our main reference for category theory is [I.

3 This is reminiscent of the capability semantics of [8], but we consider different notions
of convergence and of head normal form.
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2.1 Multisets and Sequences

Let S be a set. We denote by P(S) the collection of all subsets of S. A multiset m
over S can be defined as an unordered list m = [ay, as, ...] with repetitions such
that a; € S for all i. A multiset m is called finite if it is a finite list, we denote by
[| the empty multiset. Given two multisets m; = [a1, ag, ...] and ma = [by, ba, .. ]
the multi-union of my, mz is defined by my Wmg = [a1,b1,ag,be,...]. We will
write M ¢(S) for the set of all finite multisets over S.

We denote by N the set of natural numbers. Given two N-indexed sequences
o = (01,092,...),7 = (11,72,...) of multisets we define the multi-union of o
and 7 componentwise as cWT = (01 W 71,02 W Te,...). An N-indexed sequence
o = (my,mg,...) of multisets is quasi-finite if m; = || holds for all, but a
finite number of indices . If S is a set, then we denote by M ;(S)“) the set
of all quasi-finite N-indexed sequences of multisets over S. We write x for the
N-indexed sequence of empty multisets, i.e., x is the only inhabitant of M f(@)(“’).

2.2 MRel: A Cartesian Closed Category of Sets and Relations

We now present the category MRel, which is the Kleisli category of the functor
M (—) over the x-autonomous category Rel of sets and relations. We provide
here a direct definition, since in the sequel we will not use explicitly the monoidal
structure of Rel.

— The objects of MRel are all the sets.

— A morphism from S to T is a relation from M¢(S) to T, in other words,
MRel(S,T) = P(M;(S) x T).

— The identity of S is the relation Ids = {([a],a) | a € S} € MRel(S, S).

— The composition of s € MRel(S,T) and ¢t € MRel(T,U) is defined by:

tos={(m,c)| 3(mi,b1),...,(mg,bx) € s such that
m=miW...Wmy and ([by,...,bx],c) € t}.

We now provide an overview of the proof of cartesian closedness.
Theorem 1. The category MRel is cartesian closed.

Proof. The terminal object 1 is the empty set (), and the unique element of
MRel(S, () is the empty relation.

Given two sets S and So, their categorical product S &S in MRel is their
disjoint union:

S1&55 = ({1} X 51) U ({2} X SQ)

and the projections 71, me are given by:
T = {([(i,a)],a) ‘ ac Sz} S ].V.lR,el(Sl&SQ, Sl), fori=1,2.

Given s € MRel(U, S1) and t € MRel(U, S2), the corresponding morphism
(s,t) € MRel(U, S1&55) is given by:

(s,t) = {(m, (1,a)) | (m,a) € s} U{(m,(2,b)) | (m,b) € t}.
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We will consider the canonical bijection between Mf(S1) x Mf(S2) and
M;(S1 & S2) as an equality, hence we will still denote by (m1,ms) the cor-
responding element of M (S &55).

Given two objects S and T' the exponential object S=1T is M(S) x T' and
the evaluation morphism is given by:

evalst = {(([(m,b)],m),b) | m € M(S) and b e T} € MRel((S=T)&S,T).

Given any set U and any morphism s € MRel(U &S, T), there is exactly one
morphism A(s) € MRel(U, S=T) such that:

evalgy o (A(s), Idg) = s,
namely, A(s) = {(p, (m,b)) | ((p,m),b) € s}. 0

The points of an object S, i.e., the elements of MRel(1, S), are relations between
M (0) and S. These are, up to isomorphism, the subsets of S.

2.3 An Extensional Reflexive Object in MRel

A reflexive object of a cartesian closed category C (cce, for short) is a triple
U = (U, A,N\) such that U is an object of C, and A\ € C(U = U,U) and
A e C(U,U=U) satisty Ao\ = Idy—y. U is called extensional if, moreover,
A oA = Idy; in this case we have that U 2 U=U.
We define a reflexive object D in MRel, which is extensional by construction.

We let (D, )nen be the increasing family of sets defined by:

— Do =10,

~ Daer = My(D)).

Finally, we set D = J,,cpy Dn- So we have Do = () and Dy = {x} = {([],[],...)}-
The elements of Dy are quasi-finite sequences of multisets over a singleton, i.e.,
quasi-finite sequences of natural numbers, and so on.

We say that ¢ € D has rank n if n € N is minimum such that o € D,,.

In order to define an isomorphism in MRel between D and D=D = M (D) x
D just notice that every element o = (01,09,...) € D stands for the pair
(01, (02,...)) and vice versa.Given o € D and m € M (D), we write m :: o for
the element 7 = (71, 72,...) € D such that 7 = m and 7,41 = o;. This defines
a bijection between M¢(D) x D and D, and hence an isomorphism in MRel as
follows:

Proposition 1. (Bucciarelli, et al. [6]) The triple D = (D, A, \) where:

- A={([(m,0)],m::0) | me Ms(D),o € D} € MRel(D=-D, D),
- A={([m:0],(m,0)) | me My(D),oc € D} € MRel(D,D=D),

1s an extensional reflexive object of MRel.

3 A Parallel and Non-deterministic A-Calculus

In this section we introduce the syntax and the operational semantics of a parallel
and non-deterministic extension of A-calculus that we call A -calculus.
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3.1 Syntax of A -Calculus

To begin with, we define the set A of A\-terms enriched with two binary op-
erators + and ||, that is the set of terms generated by the following grammar
(where x ranges over a countable set Var of variables):

M,N w= x| Ax.M | MN | M+ N | M||N .

The elements of Ay are called A |-terms and will be denoted by M, N, P, ...
Intuitively, M 4+ N denotes the non-deterministic choice between M and N, and
M]||N stands for their parallel composition.

As usual, we suppose that application associates to the left and A-abstraction
to the right. Moreover, to lighten the notation, we assume that application and
A-abstraction take precedence over + and || . The notions of free and bound
variables of a term are defined in the obvious way.

A substitution is a finite set s = {(z1,N1),..., (zx, Ni)} such that z; # x;
forall 1 <i < j < k. Given a A -term M and a substitution s as above, we
denote by Ms the term obtained by substituting simultaneously the term Nj
for all free occurrences of x; (for 1 < j < k) in M, subject to the usual proviso
about renaming bound variables in M to avoid capture of free variables in the
Nj’s. If s = {(z, N)} we will write M[N/z] for Ms.

Note that, in general, M{(z1, N1), ..., (¢, Nk)} # M[N1/z1] - [Ny /xg]. For
instance, z{(z,y), (y,2)} = y, whereas z[y/z][z/y] = z. Actually, k-ary substi-
tutions will be only used in Section [b] in the proof of the adequacy lemma.

As a matter of notation, we will write P for a (possibly empty) finite sequence
of Ay |-terms Py ... P and 6(13) for the length of P.1tis easy to check that every

Aqj-term M has the form A\Z.N P where N, which is called the head subterm of
M, is either a variable, a non-deterministic choice, a parallel composition or a
A-abstraction. Notice that, in this last case, we must have £(P) > 0.

3.2 Operational Semantics

The set A:L-H C Ay of head normal form{l (hnf’s, for short) is the set of

A4 ||-terms whose head subterm is a variable (called head variable).
The intuitive idea of the head reduction of A -calculus underlying the notion
of “value” (formalized below) is the following:

— when a term has the head subterm of the form Ny + Ny, either of the alter-
natives may be chosen to pursue the head reduction, and the final value is
the union of the values obtained by each choice. In particular, if one of the
choices produces a non-empty value, then the global value is non-empty.

— when a term has the head subterm of the form N;||Na, the head reduction
forks, and the final value is obtained by “mixing” the values eventually ob-
tained. In particular, if the value of one of the subprocesses is empty, then
also the global value is.

4 This terminology is coherent with the one usually adopted for A-calculus (see [2
Def. 2.2.11]).
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Instead of defining the operational semantics of A;-calculus via an explicit
(head) rewriting system, we associate with each M € A, the value eventually
obtained by head reducing M. In particular, we use union (resp. multi-union)
to get the value of My + My (resp. Mi||Ma2) out of the values of My and Mo.

Definition 1. A multiple hnf is a finite multiset of hnf’s of A |-calculus.
A value is a set of multiple hnf’s.

To help the reader to get familiar with these notions, we first provide some simple
examples of values (whereﬁ I=Xzz, A= dz.ax and 2= AA):

— the value of I+ A is {[I],[A]}. In other words, the term I + A has two
different multiple hnf’s, which are singleton multisets;

— the value of I||A is {[I, 4]}, then I||A has just one multiple hnf;

— the values of I+ and I||£2 are {[I]} and 0, respectively. This is a consequence
of the fact that the value of §2 is the empty-set.

In general, the value H (M) of a A, -term M can be characterized as the limit
of an increasing sequence (H,, (M ))nen of “partial” values, which are defined by
induction on n € N and by cases on the form of the head subterm of M.

Definition 2. Let M = AZ.NP be a Ay -term.

° Ho(M) = (Z),' )
{[M]} if N =y,
o Hyyo(M)= Hn()‘f'Q[Pl/y}PQ"'Pg(ﬁ)) if N = My.Q,
TN H, (AZ.N, P)U H, (AE.N, P) if N = Ny+Na,

{m1Wmy | Im; € Hy(AZ.N;P) for i =1,2} if N = Ni||Ns.

Notice that, for all M € Ay and n € N, the value H,(M) C /\/lf(/l:‘_H) is a
finite set of multiple hnf’s. Since the sequence (H,,(M))nen is increasing, we can
define the (final) value of M as its limit.

Definition 3. The value of a A -term M is defined by H(M) = |, oy Hn(M).

Of course, H(M) may be infinite as shown in the example below.

Ezample 1. Consider the Ay -term M = An.0 + sn, where 0 = Azy.y is the
0-th Church numeral and s = Anzy.nz(ry) implements the successor function.
Let now C = YM where Y is some fixpoint combinator. To have simpler cal-
culations, we suppose that YM reduces to M(YM) in just one step of head
B-reduction. Then, we get:

- Ho(C) - @7
Hi(C) = Hy(MC) =0,
HQ(C) = Hl(MC) = Ho(o +SC) = @,
Hy(C) = Hy(MC) = Hy(0+5C) = {[0]} U Ho(sC) = {[0]}.

Pursuing the calculation a little further, one gets Ho(C) = {[0], [1]} and, even-
tually, H(C) = {[n] | n € N}.

5 The symbol = denotes syntactical equality.
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3.3 Solvability
We now present the natural notion of solvability for the A -calculus.

Definition 4. A A -term M is solvable if H(M) # (. The set of solvable
terms will be denoted by N .

Among solvable terms, we single out the set Ay of hnf’s starting with a variable,
and the set A7 of solvable terms having a multiple hnf whose head variables are
free.

Definition 5. We set:

— No={2P | z € Var and P € Ay}, and
- N = {M S A+H | H[Afl.ylph. . .,)\fk.ykPk] € HM)AN(Vj = 1..k) Yj ¢ fj}.

We end this section stating a technical proposition, which will be useful in Sec-
tion [Bl The proof is not difficult (but quite long) and it is omitted.

Proposition 2. Let M € Ay and x € Var, then we have that:

(i) if Mz € N then M € N,
(11) if M2 € N7 then M € Ny,
(i) if M € Ny then MN € N1 for all N € Ay.

Notice that in the case of the pure A-calculus the analogous properties are trivial.

4 A Relational Model of A -Calculus

Exploiting the existence of countable products in MRel we have shown in [0]
that the reflexive object D = (D, .A, \) built in Section can be turned into
a A-model [2, Def. 5.2.1] (this was not clear before, since the category MRel
does not have enough points [1, Def. 2.1.4]). The underlying set of the A-model
associated with D by our construction is the set of “finitary” morphisms in
MRel(DV?*, D), where DV?" is the Var-indexed categorical product of countably
many copies of D.

4.1 Finitary Morphisms in MRel

The morphisms in MRel(DV#| D) are sets of pairs whose first projection is a
finite multiset of elements in DV®, and whose second projection is an element
of D. Since categorical products in MRel are disjoint unions, a typical such pair
is of the form:

([(mlvo%)v R (1‘170?1), ceey (mkvollc)u ceey (mkﬂo—zk”vg)

where k,ni,...,n; € N, z1,..., 25 € Var and o1,...,0.%,0 € D.
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Notation 1. Given m € M(DV¥) and x € Var, we set m; = [0 | (v,0) €
m) € My(D) andm_, = ((y,0) € m | y # 2] € My(DV™).

In general, given an object U of a ccc C, we say that a morphism f € C(UV¥, U)
is “finitary” if it can be decomposed as f = from; for some finite set I of variables
(see [0, Sec. 3.1]). Working in MRel it is more convenient to take the following
equivalent definition.

Definition 6. A morphism r € MRel(DV*", D) is finitary if there exists a finite
set I of variables such that for all (m,o) € r and x € Var we have that m, # [
entails x € I.

We denote by MRel;(DV?", D) the set of all finitary morphisms.

4.2 The Model

From [6, Thm. 1] we know that (MRel;(DV2*, D), o), where o is defined as usual
by r1 e ro = eval o (A orq,ry), can be endowed with a structure of A-model.

In order to interpret A, -terms as finitary morphisms of MRel we are going
to define on MRel(DV®, D) two binary operations of sum and aggregation for
modelling non-deterministic choice and parallel composition, respectively, and
to prove that MRel;(DV#*, D) is closed under these operations.

Definition 7. Let 71,75 € MRel(DV?*, D), then:

— the sum of r1 and ro is defined by r1 B ro =11 Urs.
— the aggregation of ri and ro is defined by 1 © r2 = {(Mm1 W ma,018072)
| I(my,00) € vy, fori=1,2}.
Proposition 3. The set MRelf(Dvar, D) is closed under sum and aggregation.

Proof. Straightforward. In both cases, the union of the finite sets of variables I3
and I given by the finiteness of the arguments of the operation, is a witness of
the finiteness of the result. O

Composition is right-distributive over sum and aggregation.
Proposition 4. Let r,s € MRel(DV®*, D) and t € MRel(DV*, DVaY) | then:
— (ré&ds)ot=(rot)® (sot),
— (r®s)ot=(rot)® (sot).
Proof. Straightforward. a
The units of the operations @ and ® are 0 = @ and 1 = {([], )}, respectively;
(MRel(DVer, D), &,0) and (MRelg(DVer, D), ®,1) are commutative monoids.
Moreover, 0 annihilates ® and aggregation distributes over sum. Summing up,

the following proposition gives an overview of the algebraic properties of
MRel;(DVer, D) equipped with application, sum and aggregation.

Proposition 5. — (MRel; (D", D), ®,®,0,1) is a commutative semiring.
— o is right-distributive over @ and ©.
— @ is idempotent (whereas ® is not).

Proof. Straightforward.
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4.3 The Absolute Interpretation

Before going through the formal definition of the interpretation of A -terms,
we present a short digression on the nature of such an interpretation.

In our framework, the Ay -terms will be interpreted as morphisms in
MRel;(DVr, D), i.e., as subsets of M¢(DV®r) x D. The occurrence of a parti-

cular pair ([(z1,01),...,(x1,07%),..., (TK, L), ..., (g, 01%)],0) in the interpre-
tation of a term M may be read as “in an environment p such that p(z;) =
[0},...,07"] (for all i = 1,..., k) the interpretation [M], contains o”.

Hence, here there is no need of providing explicitly an environment to the
interpretation function as classically done for A-models [2, Def. 5.2.1(ii)] because
the whole information is coded inside the elements of the A-model itself.

On the other hand, the categorical interpretation of a term M is usually
defined with respect to a finite list of variables, containing the free variables of
M [2, Def. 5.5.3(vii)]. Intuitively, our interpretation is defined with respect to
the list of all variables, encompassing then all categorical interpretations.

These considerations lead us to the definition of [-] : Ay — MRelg(DV?", D)
below, that we call the absolute interpretatioﬁﬁ of A, |-terms:

— [z] = 7y, for x € Var,

M1M2]] = eval o <.A 0[[M1]]7 [[MQ]]>,
Az.M] = Ao A([M] on.),

My + Ma] = [Mi] & [Ma],

My |[M] = [Mi] © [M2],

where 1, € MRel(DV# &D, DV#") is defined componentwise, for y € Var, by:

on — I ifx =y,
Ty Ol = myom if x #y.

=

In what follows, we will use the inductive characterization of the interpretation
of (some) A, |-terms provided by the proposition below:

Proposition 6
(i) [z] = {([(z,0)],0) | 0 € D},
(i)) [MN] = {(moWmiW...60my,o) | Ik > 0, (mg, [11,...,7%] =2 0) € [M],
(mg,7;) € [N] for 1 <i<k},
(iii) [Ax.M] = {(m_z,my ::0) | (m,0) € [M]}.
Proof. Simple calculations based on the definitions of Section (|

We show now the soundness of the interpretation with respect to 3-conversion,
which relies on the following lemma.

Lemma 1. If M, N € Ay and x € Var, then [M[N/z]] = [M] on, o(Id,[N]).

5 See [I5] Sec. 2.3.2] (and cf. [20]) for more details on the relations among the absolute,
algebraic and categorical interpretations, and on how the former allows to recover
the others.
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Proof. By structural induction on M. The cases M = M1+ My and M = M || M,
are settled by using Proposition[dl For the other cases, one can use Proposition[d]
and the following characterization: 7, o (Id,[N]) = {([(y,0)], (y,0)) | ¢ € D,
yZx}U{(m,(x,0)) | (m,o) € [N]} € MRel(DV*, DVar), O

Lemma 2. (Soundness) For all M, N € Ay and x € Var, we have [(Az.M)N]
= [M[N/x]].

Proof. [(\.M)N] = evalo{A o) o A(IM] o), [N]) = evalo(A(IM] o7, [N])
= [M]on, o(Id,[N]) = by Lemmal[ll = [M[N/z]]. O

We aim to prove that our model is sensible w.r.t. the operational semantics: a
A4 j-term M has a non-empty interpretation if, and only if, M is solvable.

We start showing that the interpretation of every solvable term is non-empty
(for the converse we will adapt Krivine’s realizability method [13], see Section[H]).
This is an immediate corollary of the following propositions stating that the
interpretation of a Aj-term includes the union of the interpretations of its
multiple hnf’s and that the interpretation of any hnf is non-empty.

Proposition 7. For all M € Ay, we have (EBmeH(M)(@NEm [N])) € [M].

Proof. It is enough to show that (B,,c s, (v)(Onepn [IV])) € [M] holds for all
n € N; we prove it by induction on n. The case n = 0 is trivial. The proof of the
inductive step goes by case analysis on the head subterm M’ of M = \Z.M'P.

— The case M’ = x is trivial, and the case M’ = \y.Q is settled by Lemma [2

— If M’ = Q1]|Q2, we start by observing that [M] = [AZ.Q1 P|©[AZ.Q2 P]. This
is an easy consequence of the right distributivity of e over ® (Proposition [
and of the fact that, by Proposition[tl(ii7), we have [AZ.(R1||R2)] = [MZ.R1]©®
[AZ.Rz], for all & € Var and Ry, Ry € Ayj. Then, we can conclude by the
inductive hypothesis.

— The case M’ = Q1 + Q2 is similar, and simpler, once noted that [M] =
[\z2.Q1P] & [AZ.Q2P] (again, by Proposition Bl and Proposition B(iii)). O

We now show that every hnf has a non-empty interpretation.
Proposition 8. For all z,y € Var and Qe A4y we have ﬂAngH # 0.

Proof. By Proposition [Bl(éi4), it is sufficient to prove that, for all x € Var and
Q € Ay, we have [zQ] # 0. To conclude, it is easy to show by induction on k

that ([(z,*)],*) € [zQ1 ... Qk]. O
Theorem 2. For all M € Ay, if H(M) # 0 then [M] # 0.
Proof. Let [N1,...,Ng] € H(M). By Proposition [, O,<;<, [N:] € [M], and

by Proposition B [N;] # 0 for 1 < i < k. We conclude that 0 # ;< [N:]
C [M]. D
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5 Saturated Sets and the Realizability Argument

In this section, we generalize Krivine’s realizability technique [I3] to A, -calculus
and we use it for proving that A -terms having a non-empty interpretation are
all solvable. For notations and terminology, we mainly follow [3].

The saturation of a set S of terms expresses the fact that S is closed under
weak head expansions. For the pure A-calculus, this amounts to the well known
condition of being closed under weak head [-expansion. For the extension of the
A-calculus we are dealing with, three cases of weak head expansions, correspond-
ing to the possible shapes of the head term, must be considered.

Definition 8. A set S C A is saturated if the following conditions hold:

- ifM[N/x]ﬁES then (Az. M)N[jes
—if (MQ||NQ)PE S then (M||N)QP € S,
— ifMPeS and N € Ay then (M +N)PeS.

We recall that the sets Ny, N7 and N have been defined in Section B3 It is easy
to check that A is saturated, whilst A is not. In the realizability argument,
only saturated sets included within Ny and N will be considered.

Definition 9. The set Saty of “small” saturated subsets of Ay is defined by:
Sat, ={S C Ay | S is saturated and Ny € S C N'}.

Given A, B C Ay, we define A — B={M € Ay | (YN € A) MN € B}. The
operator — is contravariant in its first argument and covariant in its second one,
in other words, A —- BC A’ — B’ forall A/ C Aand BC B'.

Lemma 3. Nog/lJr” — Ny C Ny =N CWN.

Proof. The first inclusion follows by definition, the second one is a consequence
of the contravariance/covariance of the arrow. For the third one, it is enough to
prove that, for all M € Ay and x € Var, H(Mzx) # 0 entails H(M) # (; this
holds by Proposition 2(3). O

The set Saty enjoys the following closure properties.

Lemma 4. The set Saty is closed under the arrow operator, finite unions, finite
intersections, and under the map F : S+ (A4 — S5).

Proof. Given two sets S1,S2 € Saty, it is straightforward to check that Sy N Sy,
S1USs € Saty, and that S; — Sy and AHI — S5 are saturated. The inclusions
No €81 — Sy CN and Ny € Ay — Sz € N follow easily from Lemma [3 and
contravariance/covariance of the arrow. ]

We are going to define a function (—)®* : D — Saty, satisfying (m :: 0)® =
m® — o°, where, for a multiset m of elements of D, m®* = ., a* and, in
particular, [|* = Ay . Since x = [| :: %, the set x* must be a fixpoint of the
function F : S — (A4 — S). We now show that N; is one of such fixpoints.
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Proposition 9. N € Sat, and Ny = Ay — Ni.

Proof. The saturation of N7 and the fact that Ny C N7 C N are both trivial.
We now prove that N7 = Ay — Nj. Let M € Ay — Ni. Since M2 € Ny, we
get by Proposition 2(ii) that M € Ni. Conversely, let M € N; and N € Ay.
We conclude since, by Proposition [2(ii7), we get M N € Nj. O

Observe that any element ¢ € D may be written in a unique way as o =
01 v 0n %, with n > 0 and o0, # [] (and of course o1, ..., 0, have ranks
strictly smaller than that of ). This is called the standard decomposition of o.

Definition 10. Given o € D, we define (0)® € Saty, by induction on the rank
kofo. If k=0, theno® =%*=N1. If k > 0 then 0®* =0} — --- — an — M,
where o1 i -+ 1 oy 1 x 48 the standard decomposition of o.

Note that if m # [] or ¢ # *, then the standard decomposition of m :: ¢ is

M 01 -0y ok, Where o i -+ i 0y, i % is the standard decomposition of
o. Hence, (m :: 0)®* = m® — ¢* holds in general, since ([] :: %)®* = ** = N} =
A+H — N1.

We show now that the definition of (—)* fits well with parallel composition.

Lemma 5. Let M,N € Ay, 0 = (01,02,...),7 = (11,72,...) € D and p =
owr. If M € 0® and N € 7°, then M||N € p°.

Proof. Let p, :: --- 1 p1 :: % be the standard decomposition of p. We have to
show that M||N € p? — -+ — p} — Ny. We prove it by induction on n.

If n =0, then ¢ = 7 = p = x. Hence, we conclude since x* = N7 and N is
closed under parallel composition.

If n > 0, then we have to show that, for all Q € p?, (M||N)Q € (p')* where
p' = pn_1:---p1 ok Since M € o} and N € 77, we have that MQ € (¢')*
and NQ € (7')®, where ¢’ = (02,03,...) and 7/ = (12,73, ...)*. Moreover, p’ =
o'W’ and the standard decomposition of p’ is strictly shorter than that of p. By
the inductive hypothesis, we get MQ|NQ € (p’)*. By saturation of (p')®, we
conclude that (M||N)Q € (p')®, and hence M||N € p®. O

We are now able to prove the promised adequacy lemma, which constitutes the
key tool in the realizability argument.

Definition 11. A substitution s = {(x1,N1),..., (zk, Ng)} is adequate for a
multiset m € My(DVar) if:

— my # || implies x € {x1,...,z1}, for all x € Var,
- N; € mg, foralll <i<k.

Observe that, if a substitution is adequate for some multiset m € M (DVar),
then it is adequate for all submultisets of m.

Lemma 6. (Adequacy lemma) Let M € Ay, (m,0) € [M] and s be a substi-
tution. If s is adequate for m, then Ms € o°®.

Proof. By structural induction on M.
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— If M = z, then m = [(z, 0)] by Proposition[6(7). If s is adequate for m, then
(x,N) € s for some N € [o]*. Hence, we have that Ms = N € [0]® = o°.
— If M = PQ, then by Proposition Bl(i:), we have m = moWmy W...Wmy for

some k > 0, and 71,...,7; € D such that (mq,[m1,...,7k] it ) € [P] and
(my, 1) € [Q] for 1 <i < k. Observe now that, if s is adequate for m then
it is also adequate for mg, m1, ..., myg, since they are all multisubsets of m.
By the inductive hypothesis we have that:

- Pse([r,...,7k] n0)* =[m,...,7%])* = 0°,

- QseTy,...,Qs € 7e, which implies that Qs € [r1,..., 7]

Hence, we can conclude that (PQ)s € o°.

— If M = M\x.P, then by Proposition [6[i:7), we have that m = m’ . and
o = ml, :: ¢ for some (m',0’) € [P]. Let s be an adequate substitution
for m’_, and @ € (m),)*. Since M is considered up to a-conversion, we can
suppose without loss of generality that z does not occur in s. It is clear that
s =sU{(z,Q)} is adequate for m’ and hence, by the inductive hypothesis,
we get Ps’ € (¢’)®. Now we have that Ps’ = (Ps)[Q/x] € (0')® because
x does not appear in s. Since (¢')® is saturated and (Ax.Ps) = (A\z.P)s
we have that (Az.P)sQ € (¢')®. From the arbitrariness of Q € (m/,)® we
conclude that (Az.P)s € (m,)® — (¢/)* = (m, :: o).

— If M = P+ Q, then (m, o) belongs to, say, [ P]. Now, if s is adequate for m,
then we get by the inductive hypothesis that Ps € ¢* and we conclude, by
saturation of ¢®, that (P 4+ Q)s € o°.

—If M = P||Q, then m = m; Wmy and 0 = 01802 with (my,01) € [P]
and (meo,02) € [Q]. If s is adequate for m then it is also adequate for
m1, mo and, from the inductive hypothesis and Lemma Bl we conclude that

(P[|Q)s € (01802)°. 0
Theorem 3. For all M € Ay, if [M] # 0 then M € N.

Proof. Let (m,o) € [M]. The substitution s;q = {(z,z) | ms # [|} is adequate
for m (note that Var C N), and Ms;q = M. Hence, by the adequacy lemma,
we conclude that M € o® C N. O

By Theorem 2l and Theorem [B] we finally get our main result.
Theorem 4. For all M € Ay, H(M) # 0 < [M] # 0.

6 Conclusions and Further Work

We have defined a (relational) model D of a fairly standard parallel and non-
deterministic extension of the pure A-calculus, equipped with a notion of obser-
vation given by an operator H. In this framework, full abstraction spells out as
follows: (VM,N € Ay))[(VC[-]) H(C[M]) # 0 = H(C[N]) # 0] iff [M] € [N].
The “if” part of the previous statement (adequacy) is an easy consequence of
Theorem[l Nevertheless, the “only if” part fails. Indeed, given I = A\z.x, we have
that [1] = {([).[0] :: 0) | o € D)} and []1] = {(]}.[5,0] = (0%0)) | o € D)}.
Hence, [I] Z [I||I] whilst it is not difficult to check that I and I||I are not sepa-
rable using contexts. As suggested by the counterexample, the next step towards
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full abstraction should be to enrich the syntax of the language by some “resource
sensitive” operator, to increase the discriminating power of contexts.

Finally, we already know from [I5 Sec. 3.3] that the theory induced on the
pure untyped A-calculus by our model D is H* (just as the theory induced by
Scott’s Doy ); it would be interesting to generalize such a result to the extended
setting, as a step in the study and classification of A, |-theories, and models.
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Abstract. Justification Logic studies epistemic and provability phe-
nomena by introducing justifications/proofs into the language in the
form of justification terms. Pure justification logics serve as counter-
parts of traditional modal epistemic logics, and hybrid logics combine
epistemic modalities with justification terms. The computational com-
plexity of pure justification logics is typically lower than that of the
corresponding modal logics. Moreover, the so-called reflected fragments,
which still contain complete information about the respective justifica-
tion logics, are known to be in NP for a wide range of justification logics,
pure and hybrid alike. This paper shows that, under reasonable addi-
tional restrictions, these reflected fragments are NP-complete, thereby
proving a matching lower bound.

1 Introduction and Main Definitions

Justification Logic is an emerging field that studies provability, knowledge, and
belief via explicit proofs or justifications that are part of the language. A justifi-
cation logic is essentially a refined analogue of a modal epistemic logic. Whereas
a modal epistemic logic uses the formula OF to indicate that F' is known to be
true, a justification logic uses t: F' instead, where ¢ is a term that describes a
‘justification’ or proof of F. This construction allows justification logics to rea-
son about both formulas and proofs at the same time, avoiding the need to treat
provability at the metalevel.

Because Justification Logic can reason directly about explicit proofs, it pro-
vides more concrete and constructive analogues of modal epistemic logics. For
example, the modal distribution axiom O(F — G) — (OF — OG) is replaced in
Justification Logic by the axiom s:(F' — G) — (t:F — (s-t):G). The latter re-
places the distribution axiom with a computationally explicit construction. Jus-
tification logics are very promising for structural proof theory and have already
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proven to be fruitful in finding new approaches to common knowledge ([Art06])
and Logical Omniscience Problem ([AKO06]). For further discussion on the various
applications of Justification Logic, see [Art08b].

The goal of the present paper is to prove the NP-hardness of the Derivability
Problem for the reflected fragments of justification logics, matching the already
known upper bound. We begin by reviewing some definitions of justification
logics.

The first justification logic, the Logic of Proofs LP, was introduced by Arte-
mov [Art95] to provide a provability semantics for the modal logic S4 (see
also [Art01]). The language of LP

Fu=p|L|(F—F)|t:F ,
tu=z|c|(t-t)|(E+1t) ]|t

contains an additional operator ¢: F', read ‘term ¢ serves as a justification/proof
of formula F.” Here p stands for a sentence letter, x for a justification variable,
and c for a justification constant.

Statements ¢: F' can be seen as refinements of modal statements OJF' because
the latter say that F' is known whereas the former additionally provide a ratio-
nale for such knowledge. This relationship is demonstrated through the recur-
sively defined operation of forgetful projection that maps justification formulas
to modal formulas: (¢t: F)° = O(F°), and commutes with Boolean connectives:
(F — G)° = F° — G°, where p° =pand 1°= L.

Axioms and rules of LP:

Al. A complete axiomatization of classical propositional logic by finitely many
axiom schemes; rule modus ponens

A2. Application Aziom $:(F—G)— (t:F — (s-1):G)
A3. Monotonicity Aziom s:F — (s+1):F, t:F— (s+t):F
A4. Factivity Axiom t:F — F
A5. Positive Introspection Axiom t:F —t:t: F

R4. Aziom Internalization Rule: A
c:
where A is an axiom and c is a justification constant

LP is the exact counterpart of S4 (note the similarity of their axioms): namely,
let X° = {F° | F € X} for a set X of justification formulas and let LP be
identified with the set of its theorems, then

Theorem 1 (Realization Theorem, [Art95, Art01]). LP° = S4.

For some applications (e.g., to avoid Logical Omniscience [AKO06] or to study
self-referentiality [Kuz08c|) the use of constants needs to be restricted; this is
achieved using constant specifications. A constant specification CS is a set of
instances of rule R4:

CS C{c:A| Ais an axiom, c is a justification constant} .

Given a constant specification CS, the logic LP¢s is the result of replacing R4
in LP by its relativized version:
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c:AeCS

Rdcs. Relativized Axiom Internalization Rule: A
c:

For the Realization Theorem to hold, i.e., for (LP¢s)® = S4, it is necessary and
sufficient that CS be aziomatically appropriate:

Definition. A constant specification CS is called:

— axiomatically appropriate® if every axiom is justified by at least one constant;

— schematic? if each constant justifies several (maybe 0) axiom schemes and
only them;

— schematically injective® if it is schematic and each constant justifies no more
than one axiom scheme.

Whereas it is well known that the Derivability Problem for S4 is PSPACE-
complete ([Lad77]), it was shown in [Kuz00] that the same problem for LPcs
is in I1§ for any schematic CS (we always assume CS to be polynomial time
decidable); in particular, LP itself is in I7. Milnikel in [Mil07] proved a match-
ing lower bound, the IT5-hardness of LP¢s under the assumption that CS is
axiomatically appropriate and schematically injective.

The so-called reflected fragment rLP of the Logic of Proofs was first studied
by N. Krupski in [Kru03] (see also [Kru06)):

Definition. For any justification logic JLes with a constant specification CS,
its reflected fragment is

rJch = {t:F | JLCS }—t:F} .

We will write rJLes F¢: F to mean t: F € rllLc¢s.

The reflected fragment bears complete information about the logic as the fol-
lowing theorem shows:

Theorem 2 ([Kru03, Kru06]). For any aziomatically appropriate CS,
LPes H F <~ (EIt)rLch Fit:F .

The =-direction constitutes the Constructive Necessitation Property (for de-
tails, see [Art01]); the <=-direction easily follows from Factivity Axiom A4.

Theorem 3 ([Kru03, Kru06]). For any schematic CS, the Derivability Prob-
lem for rLP¢s is in NP.

To prove this theorem, N. Krupski developed an independent axiomatization
for rLP¢s that we will call the x-calculus.

! The term is due to Fitting.
2 The term is due to Milnikel although the idea goes back to Mkrtychev.
3 The term is due to Milnikel.
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Axioms and rules of the x-calculus:

«CS. For any c:A € CS axiom c: A
(F t:F
xA2. Application Rule 5:(F—G)
s-t:G
s: F t:F
A3. l
*xA3. Sum Rule st F sl F
t:F
xAb. Positive Introspection Rule
1t:t: F

In this paper, we prove the matching lower bound for rLP¢s, namely that
the Derivability Problem for rLPcs is NP-complete. The proof is by a many-
one polynomial-time reduction from a known NP-complete problem, the Vertex
Cover problem. As in Milnikel’s lower bound for LP¢s, we have to impose the
additional restriction that CS is axiomatically appropriate and schematically
injective.

The paper is structured as follows. Section 2 defines a coding of a graph
by propositional formulas and shows how the existence of a vertex cover can
be described in terms of these formulas. Section 3 develops justification terms
that encode several standard methods of propositional reasoning. Although the
formulas that describe the existence of a vertex cover depend on the cover itself
rather than only on its size, Sect. 4 shows how to eliminate this dependency by
using the terms from Sect. 3 to encode particular derivations of the formulas from
Sect. 2. Section 5 finishes the proof of the polynomial-time reduction. Section 6
discusses extending this result to other justification logics.

2 Graph Coding and Preliminaries

A graph G = (V| E) has a finite set V' of vertices and a finite set E of undirected
edges. We assume w.l.o.g. that V' = {1,..., N} for some N, and we represent
an edge e between vertices k and [ as the set e = {k,l} with the endpoints
denoted by wv1(e) < va(e). A vertex cover for G is a set C of vertices such that
each edge e € E has at least one endpoint in C. The Vertex Cover problem is
the problem of, given a graph G and an L > 0, determining if G has a vertex
cover of size < L. The Vertex Cover problem is one of the classic NP-complete
problems.

We define below formulas Fy, Fo, and Fg that will help build a many-one
reduction from Vertex Cover to rLP¢s. These formulas will include large con-
junctions. To avoid the dependence of the LP¢g-derivations on the vertex cover,
we will use balanced conjunctions (see [BB93)):

Definition. Each formula is a balanced conjunction of depth 0. If A and B are
both balanced conjunctions of depth k, then A A B is a balanced conjunction of
depth k + 1.

Clearly, a balanced conjunction of depth k is also a balanced conjunction of
depth [ for any 0 < [ < k. Thus, we are mainly interested in how deeply a
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given formula is conjunctively balanced. For any conjunction C7 A --- A Cyr of
2% formulas, we assume that the omitted parentheses are such that the resulting
balanced conjunction has the maximal possible depth, i.e., depth > k.

We also need to refer to C;’s that form F = Cy A --- A Cor. The following
inductive definition of depth k conjuncts, or simply k-conjuncts, generalizes the
definition of comjuncts in an ordinary conjunction:

Definition. Each formula is a 0-conjunct of itself. If C' A D is a k-conjunct of
formula F', then C and D are both (k 4 1)-conjuncts of F.

For instance, the conjuncts of an ordinary conjunction are its 1-conjuncts; all C;’s
in C; A---ACyr are its k-conjuncts. More generally, any balanced conjunction of
depth k must have exactly 2¥ occurrences of k-conjuncts (with possibly several
occurrences of the same formula).

To make full use of balanced conjunctions, it is convenient to restrict attention
to instances of the Vertex Cover problem for graphs in which both the number
of vertices and the number of edges are powers of 2. These are called binary
exponential graphs. It is also helpful to only consider vertex covers whose size
is a power of 2; these we call binary exponential vertex covers. Fortunately,
the version of the Vertex Cover (VC) problem restricted to binary exponential
graphs and their binary exponential vertex covers is also NP-complete:

Theorem 4. The Binary Vertex Cover (BVC) problem of determining for a
given binary exponential graph G and a given I > 0 whether G has a vertex
cover of size < 2' is NP-complete.

Proof. Since BVC is an instance of the standard VC problem, and since VC is
NP-complete, it suffices to construct a polynomial-time many-one reduction
from VC to BVC. Suppose we are given an instance of VC; namely, we are
given a graph Gy and an integer L and wish to determine if Gy has a vertex
cover of size < L. We give a polynomial time procedure that constructs a binary
exponential graph G and a value [ so that G has a vertex cover of size < L iff
G has a vertex cover of size < 2!. The graph G is constructed in three stages;
each stage causes only a constant factor increase in the size of the graph.

Stage 1. Increasing the size of the vertex cover. Let 0 < L’ < L such that
L+ L' = 2! — 1 for some integer [ > 0. The graph G’ = (V', E') is obtained
from G by adding 2L’ new vertices broken into L’ disjoint pairs with the vertices
in each pair joined by a new edge (L’ new edges overall). Gy has a vertex cover
of size < L iff G’ has a vertex cover of size < 2! — 1.

Stage 2. Increasing the number of edges. Choose integer 0 < M" < |E’| such
that |E'| + M"” = 2™ for some integer m > 0. The graph G” = (V' E") is
obtained by adding M"” + 1 new vertices to G’ with one of these vertices joined
to all M" others (M" new edges overall). G’ has a vertex cover of size < 2! — 1
iff G” has a vertex cover of size < 2L

Stage 3. Increasing the number of vertices. Choose integer 0 < N < |V"”| such
that |V"| + N = 2™ for some integer n > 0. The graph G = G"” is obtained by
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adding N"" isolated vertices to G”. G" has a vertex cover of size < 2 iff G’ has
a vertex cover of size < 2%

It is clear from the construction that G is a binary exponential graph such
that Gy has a vertex cover of size < L iff G has a vertex cover of size < 2!. O

Definition. Let G = (V, E) be a binary exponential graph with edge set F =
{e1,...,eam}. Let C = {i1,ia,...,i0} C V be a possible binary exponential
vertex cover for G, where i1 < iy < --- < iy. We define the following formulas:
a. Foc =p;, ASRERAY RS

b. For each edge e = {k,l}, where k <[, Fo = pr V pi = Py, (e) V Pus(e)-

c. Fg=F, N---NF,,,.

The proof of the following properties of the translation is an easy exercise (- de-
notes derivability in classical propositional logic):

Lemma 5. For any binary exponential graph G = (V, E) and any binary expo-
nential set C C 'V,

1.+ Fy — Fg ;

2.+ FV — FC 5

3. F Fe — Fg iff C is a vertex cover for G.

Our goal is to reduce BVC to derivability in rLP¢s for a certain class of CS.
To this end, we take a particular derivation of Fyy — Fg that proceeds by
first proving Fyy — Fg, followed by an attempt at a proof of Fo — Fg that
succeeds iff C' is a vertex cover. Finally, hypothetical syllogism (HS) is applied
to infer Fyy — Fg. We further encode this derivation as a justification term ¢
so that rLPes F t: (Fy — Fg) iff C is a vertex cover. In BVC we need to
determine whether there exists a vertex cover of (at most) a given size rather
than whether a given set of vertices is a vertex cover. Thus, ¢: (Fyy — F¢) should
not depend on C but may (and should) depend on the size of C. Since C has
already been “syllogized away” from formula Fyy — F(, it remains to make sure
that term ¢ only depends on the size of C'. Although the derivations of Fy, — Fg
and Fo — Fg have C explicitly present in them, the terms encoding them, and
therefore ¢, can be made independent of C. This is the main reason why we use
balanced conjunctions: this way all k-conjuncts are interchangeable.

Note about the use of constants. Throughout the paper, the minimum require-
ment on CS would be axiomatic appropriateness and schematicness. As a conse-
quence, we can always assume that for any axiom scheme there exists a constant
justifying it. So it makes sense to choose one such constant for each axiom
scheme. The list of names for these fixed constants along with the corresponding
axiom schemes consistently used in the paper can be found below:

r(LPestH ¢ @ (X — (Y = X))

t(LPestk 2 @ (X—= (¥ —-2) - (X=Y)— (X —2)))
rLPCS H CA1l (

rLch }— Ca2 : (

rLPcskF ¢ecn @ (X = (Y - X AY))
rLch }— Cv1 : (

rLPCS H Cy2 (
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Note that we have assumed that certain axiom schemes are present among the
propositional axioms chosen for Al. The beginning of Sect. 5 discusses why this
assumption is not essential.

3 Justification Terms Encoding Propositional Reasoning

For all lemmas in the section, schematicness and axiomatic appropriateness are
sufficient for the <=-direction; schematic injectivity is required for the =—--
direction only.

The size of terms is defined in a standard way: |c| = |z| = 1 for any constant
and any variable, |(t-s)| = [(t+s)| = |t| + |s| + 1, |1t] = [t| + 1.

Lemma 6 (Encoding the Hypothetical Syllogism Rule). The operation
syl(t,s) = (ca - (c1-8)) - ¢
with |syl(t, s)| = |t| + |s| + 5 encodes the Hypothetical Syllogism Rule, i.e.,

H = A — C such that for some B

LPes Fsylts): H <= p \ 14— B) and rlPest s:(B — C).

Proof. (<=). Hereis a derivation of t: (A — B),s:(B — C) F syl(t,s): (A — C):
a1 (B—C)— (A— (B—20)) (+CS)
s (B—C) (Hyp)
€18 (A— (B—0)) (xA2)
C2 (A= (B—-0)—=((A—-B)—=(A—0))) (xCS)
cz-(e1-s) + (A= B)—=(A=0)) (¥A2)
t : (A— B) (Hyp)
(c2-(c1-8)) -t (A— Q) (xA2)

(=). Consider an arbitrary derivation of syl(¢,s): H in the *-calculus. It can
easily be seen that any such derivation must have the same structure as the
one used for the «<=-direction above: the only difference can be in the choice of
axioms for constants ¢; and ¢z and of formulas for terms s and ¢. Since CS is
schematically injective, we know the form of axioms proven by ¢; and cs. Thus,
we can shape this as a unification problem: find X7, Y7, X5, Y5, Z5, X, and X;
such that rLPes F s: X, rLPcs F t: Xy, and the following is a *-calculus deriva-
tion of s: X, t: Xy - syl(¢,s): H:

e (X1 — (Y1 — X)) (xCS)

s5: X (Hyp)

c1-5: (Y1 — X1) (xA2)

Co: ((X2 — (Y2 — ZQ)) — ((X2 — YQ) — (XQ — ZQ))) (*CS)
c2-(c1-8): (X2 = Y2) = (X2 — Z2)) (xA2)
t: X ( )
(eg-(c1-8))-t:H ( )

N ok wh e
&~
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To make the applications of rule *A2 work in lines 3, 5, and 7, the unification
variables have to satisfy the following equations:

X1 =X, from 3. (1)

Xo—= Yo—2Z3)=Y1 - X3 from 5. (2)

Xy =Y, =X, from 7. (3)

Xo—Zy=H from 7. (4)

By (1) and (2), X = X3 = Y5 — Z5. This equation combined with (3) and (4)
shows that H is indeed an implication that follows by HS from X; and X

justified by ¢t and s respectively.

Lemma 7 (Stripping k conjunctions). For any integer k > 0 there exists a
term ti, of size O(k) that encodes the operation of stripping k conjunctions, i.e.,

rLPcs =t :D = D =H — C, where C is a k-conjunct of H.
Proof. We prove by induction on k that the conditions are satisfied for
to=(c2-c1) a1,
tht1 = syl(ear + cpz, k) -

It is clear that |t;| = 8%k + 5 because |tg| =5 and |tr11] = |tx] + 8.

Base case, k = 0. («<). If C'is a 0-conjunct of H, then H = C, and it is easy
to see that ty corresponds to the standard derivation of the tautology C' — C.
(=). Any *-derivation of ¢y: D must have the form:

1. Co ((XQ — (YQ — ZQ)) — ((XQ — Yz) — (XQ — ZQ))) (*CS)
2. Cll(Xl g (Yl —>X1)) (*CS)
3. Cg - Cq: ((XQ — YQ) — (X2 — ZQ)) (*AQ)
4. Cy: (X3 — (Yg — Xg)) (*CS)
5. (ec2-c1)-c1:D (*A2)

For xA2 from line 5 to be valid, it is necessary that D = Xo — Z5. It follows
from *A2 in line 3 that Xy — (Yo — Z3) = X7 — (Y1 — X3), in which case
Xy = Xy = Z5. Therefore, D = X5 — X, which is an implication from a
formula to its 0-conjunct.

Induction step. (<=). Let H be a formula with a (k + 1)-conjunct C. Then
H must be of the form H; A Hy with C' being a k-conjunct of H; for some
i = 1,2. By the induction hypothesis, rLP¢s & ¢ : (H; — C) for this 4. Since,
in addition, rLP¢s F ca1:(H — Hi) and rLPes - ca2: (H — Hs), by rule *A3,
rLPcs F (ca1 + ca2): (H — H;) for both ¢ = 1 and ¢ = 2. Then, by Lemma 6,
rLch - tk+1 : (H — C)

(=). By the induction hypothesis, ¢; justifies only implications from a formula
to one of its k-conjuncts. It is clear from rule *A3 that ca; + cao justifies only
implications from a formula to one of its 1-conjuncts. By Lemma 6, 51 justifies
only hypothetical syllogisms obtained from the latter and the former, but a
k-conjunct of a 1-conjunct of a formula is its (k + 1)-conjunct. O
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Lemma 8. For any term s and any integer | > 0 there exists a term conj(s,1)
of size O(|s|2!) with the following property:

D=B—CyAN---ANCqyu such that

LPes Feonj(s, 1):D <=\ 1p V(B foralli=1,...2"

Proof. We prove by induction on [ that the conditions are satisfied for

conj(s,0) = syl(s, to) ,

conj(s,l +1) = (02 . syl(conj(s,l),cA)> -conj(s,1) .

It is not hard to see that |conj(s, )| = 2!(|s|+19)—9 because |conj(s,0)| = |s|+10
and |conj(s,l + 1)| = 2|conj(s, )| + 9.

Base case, | = 0. (<=). For any C, rLP¢s - t9:(C — C) by Lemma 7. Then,
by Lemma 6, rLP¢s F s: (B — C) implies rLP¢s = syl(s,to): (B — C).
(=). By Lemma 6, syl(s, tg) justifies only implications B — C for which there
exists an A such that rLP¢s F s: (B — A) and rLPes F to: (A — C). By
Lemma 7, the latter implies A = C. Therefore, rLPcs I s:(B — C).4

Induction step. (<=). Let H = Cy A -+ A Coyi1 with rLPes F s: (B — C;) for
all its ({4 1)-conjuncts. Then H = H, A Hy where C1,Cy, ..., Cy are l-conjuncts
of Hy and Coi4q,Cotyo,...,Cout1 are I-conjuncts of Hy. By the induction hy-
pothesis,

rLPcs b conj(s,1): (B — Hy) , (5)
rLPCS + COIlj(S7 l) : (B — HQ) . (6)

In addition, rLP¢s F cn:(H1 — (H2 — Hy A Hb)); in other words,

rLPes b ent(Hr — (Hy — H)) . (7)
From (7) and (5) by Lemma 6, for s’ = syl(conj(s,),ca) we have

rLPes b+ s':(B — (Hy — H)) .
Then, from (6) and rLP¢s F ¢ca: ((B — (Hy — H)) — ((B — Hy) — (B — H))):

rLPcs Fco-s':((B — Hy) — (B — H)) and, finally,
rLPcs & (co - 8') - conj(s,1): (B — H) .

It remains to note that conj(s,l 4+ 1) = (¢ - 8’) - conj(s, 1).
(=). By Lemma 6, the rule
t:(A—B) s:(B—C)

syl(t,s): (A — O) (SyD)

4 Note that, in general, conj(s,0) = s does not satisfy the =>-direction.
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is admissible in the *-calculus. So any *-derivation of conj(s,! + 1) : D must
contain the following key elements (we have already incorporated the induction
hypothesis about conj(s,!) as well as Lemma 6):

1 conj(s,l):(B—Ci ACoA---ANCy) (TH)
2 cn:(Xn— (YA — XA AYR)) (+CS)
3. §'(B— (YA = XAAYR)) (Syl)
4. Co ((XQ — (YQ — ZQ)) — ((XQ — YQ) — (XQ — ZQ))) (*CS)
5 Co - 8/ : ((XQ — YQ) — (XQ — ZQ)) (*A2)
6. conj(s,1): (B" — Cayg ANCoiyg A+ ACair1) (IH)
7.(ca-s") - conj(s,l): D (xA2)

where rLP¢s F s: (B — C;) and rLP¢s & s:(B" — Caiyy) fori = 1,...,2% Let
us collect all unification equations necessary for this to be a valid fragment of a
x-derivation:

CiNCoN---NCy = Xp from 3. (8)

B— (YA = XAAYR) =Xy — (Yo — Z9) from 5. 9)

B'— Co i ANCoig Ao+ ANCoiii = X5 = Ys from 7. (10)
Xo —Zy=D from 7. (11)

By (9) and (10), B = X3 = B’. Thus, rLPcs F s:(B — C;) for i = 1,..., 21,
Also
Y/\ = Y2 = CQI_;,_l AN CQL+2 VARERIVAN CQL+1 3

again by (9) and (10). So, by (8) and (9),
ZQZX/\/\Y/\:(Cl/\CQ/\"'/\CQl)/\(CQZ+1/\02l+2/\"'/\021+1) .

By (11), D is indeed an implication from B to this balanced conjunction for all
of whose (I 4 1)-conjuncts term s justifies their entailment from B. O

Lemma 9. For the term disj = ¢y1 + cva of size O(1),
rLPcs - disj: D <= D =B — H, where B is a disjunct of H.
Proof. Easily follows from *A3 and *CS. O

4 Reduction from Vertex Cover, Part I

We now use the justification terms from the previous section to build a polyno-
mial-time many-one reduction from BVC to rLP¢s. In this section, it is sufficient
for CS to be schematic and axiomatically appropriate.

Lemma 10. Let a term of size O(k2!) be defined by
tk—1 = COHj(t}c, l) .

For any binary exponential graph G = (V, E) with |V| = 2* and any set C C V.
of size 2!,
I’LPCS - [N (FV — Fc) .
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Proof. |conj(t,1)] = O (|tx]2") = O(k2").

All [-conjuncts p; of Fg, where ¢ € C', must be k-conjuncts of Fy . Thus, for
any of them by Lemma 7, rLP¢cs F tr: (Fyv — p;). Now, by Lemma 8, we have
rLPces COIlj(t]€7 l) : (FV — Fc). O

Lemma 11. Let a term of size O(l) be defined by
tiedge = Syl(t;, disj) .
For any binary exponential graph G = (V, E), any set C CV of size 2!, and any
edge e € E,
rLPcs I tiedge: (Fo — Fe) — e is covered by C.

Proof. |syl(t, disj)| = |t:| + |disj| + 5 = O(I) + O(1) = O(1).

(<). If i € en C is the vertex in C that covers e, then p; is a disjunct of F,
so rLP¢s F disj: (p;, — Fe) by Lemma 9. But p; is also an l-conjunct of Fi, so,
by Lemma 7, rLP¢cs F t;: (Fo — p;). Finally, rLPc¢s - syl(t;, disj): (Fe — Fe.) by
Lemma 6.

(=). If C does not cover e, it is easy to see that Fo — Fp is not valid, therefore,
tLPcs ¥ s:(Fo — Fe) for any term s. O

Lemma 12. Let a term of size O(12™) be defined by

Si—m = conj(ti—edge, M) -
For any binary exponential graph G = (V, E) with |E| = 2™ and any set C CV
of size 2!,

rLPes b si—m: (Fo — Fg) <— C' is a vertex cover for G.

Proof. |conj(ti—edge, m)| = O(|ti—edge|2™) = O(12™).
(«<=). If C is a vertex cover, then rLP¢s b tjedge : (Fc — Fe) for all e € E,
by Lemma 11. All m-conjuncts of F are F.’s with e € E. Hence, by Lemma &,
rLPces COHj(tlHedge7 m) : (FC — FG).
(=). If C is not a vertex cover, by Lemma 5.3, formula Fo — Fg is not valid,
hence rLP¢s ¥ s:(Fo — Fg) for any term s. O

Theorem 13. Let a term of size O(k2') + O(I12™) be defined by
tk—>l—>m = Syl(tk—Ja Sl—>m) .

For any binary exponential graph G = (V, E) with |V| = 2% and |E| = 2™ and
any integer 0 <[ < k,
G has a vertez cover of size < 2! — rLPcs b tkmimm: (Fv — Fg) .
Proof. |Sy1(tkﬁl, Slﬁm)| = |tkﬁl‘ + |Slﬁm| +5= O(k2l) + O(l2m).

By Lemma 10, rLP¢s I tx_;: (Fyy — F¢) for any set C C V of size 2'. If G has
a vertex cover of size < 2!, it can be enlarged to a vertex cover of size 2'. Let C be

such a vertex cover of size 2!. Then, by Lemma 12, rLP¢s F ;. : (Fo — Fg).
Thus, by Lemma 6, rLP¢s F syl(tk—i, sim): (Fv — Fg). O

Note that the term t;_,;_.,, depends only on size 2! of a vertex cover C' and the
numbers of vertices and edges of G.
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5 Reduction from Vertex Cover, Part 11

Earlier, we promised to show that the choice of a particular axiomatization for
the propositional logic has no impact on our results. Indeed, for all results in
Sect. 4 as well as for the <=-directions in Sect. 3, any finite schematic axioma-
tization would suffice. For an alternative set of propositional axiom schemes, the
constants would simply be replaced by corresponding ground terms that justify
the former axioms in the new system. These new terms would have size O(1).
It follows from the proof of Theorem 13 that the derivation of Fyy — Fg we
intended to represent by term tx_,;_.,, fails. We use the condition of schematic
injectivity to make sure that no other derivation of tautology Fy — Fg acci-
dentally falls under the scope of tx_;—m,m. In doing so, it is instrumental that
we can provide a term (not necessarily a constant) that justifies all tautologies
from a particular scheme and only them. Although non-atomic terms contain-
ing + typically justify several schemes of formulas even if CS is schematically
injective, it is possible to justify all propositional tautologies by -+-free terms
(see [Art01]), which justify at most one scheme. Using this observation, it is not
hard to show that our results (including the ones to follow in this section) are,
in fact, independent of the propositional axiom schemes chosen for Al.

To finish the polynomial-time reduction from BVC to rLP¢s it now remains
to prove the other direction:

rLPcs b tkmi—m : (Fv — Fg) — G has a vertex cover of size < 2!

In this section, we again need the strongest restrictions on CS: to be axiomati-
cally appropriate and schematically injective.

Lemma 14 (Converse to Lemma 10)
H=B— D,
rLPes bt H — where D is a balanced conjunction of depth > 1
whose all [-conjuncts are k-conjuncts of B.
Proof. By definition, tx—; = conj(tg, 1), so by Lemma 8, it justifies only implica-
tions B — Oy A---ACy with rLP¢s F tg: (B — C;) fori = 1,...,2!. By Lemma 7,
term ¢y, only justifies implications from a formula to its k-conjuncts. ad
Lemma 15 (Converse to Lemma 11)

H:B—>D1\/D2,

rLPes = timcdge: H = where either Dy or Do is an l-conjunct of B.

Proof. By definition, t;_cqge = syl(t;,disj). By Lemma 6, H can only be an
implication B — D such that rLP¢s F t;: (B — C) and rLP¢s F disj: (C — D)
for some C. By Lemma 9, the latter statement implies that D = D; V Dy with
C = D; for some ¢ = 1,2. By Lemma 7, D; is an [-conjunct of B. O

Lemma 16 (Converse to Lemma 12)

H == B — (Cl V .Dl) VANRERIAN (CQm V D27n),
rLPcs = sj—m 1 H - where either C; or D; is an l-conjunct of B
foreachi=1,...,2™.
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Proof. By definition, $;_,, = conj(ti—edge; ). By Lemma 8, H must be an
implication from some B to a balanced conjunction of depth > m such that, for
all its m-conjuncts F, rLPcs F t;_edge : (B — F). By Lemma 15, each of these
m-conjuncts must be a disjunction with one of the disjuncts being an [-conjunct
of B. O

Theorem 17 (Converse to Theorem 13)

H=B— (Cl\/D1)/\~'~/\(CQm \/ng),
rLPcs b thmi—m:H == and there is a size < 2! set X of k-conjuncts of B
with either C; € X or D; € X for eachi=1,...,2™.

Proof. By definition, tx—;—m = syl(tk—i, Si—m). By Lemma 6, H = B — F
with (a) rLPcs F tr_y : (B — Q), (b) rLPes F si—m : (Q — F) for some Q.
From (a), by Lemma 14, Q@ = Q1 A - -+ A Qo whose all I-conjuncts Q;’s are also
k-conjuncts of B. So X = {Q; | i = 1,...,2'} is a size < 2! set (with possible
repetitions) of k-conjuncts of B. It follows now from (b), by Lemma 16, that F' =
(C1VDy)A--- A(Com V Dam) with either C; or D; being an I-conjunct of @ for
eachi=1,...,2™, i.e., with either C; € X or D; € X foreachi=1,...,2™. 0O

Theorem 18. For any binary exponential graph G = (V, E) with |V| = 2% and
|E| = 2™ and any integer 0 <1 < k,

rLPcs F tk—i—sm: (Fv — Fg) <— G has a vertex cover of size < 2'.

Proof. The <=-direction was proven in Theorem 13. We now prove the =—--
direction. Fyy — F¢ already has the form prescribed by Theorem 17. The only
k-conjuncts of Fy are sentence letters p1,...,por. Therefore, there must exist a
set X of < 2! of these sentence letters such that for each m-conjunct F. of Fg
at least one of its disjuncts, p,, (e) O Py, (e), is in X. This literally means that
in G there is a set of < 2! vertices that covers all edges. O

Theorem 19. For an axiomatically appropriate and schematically injective CS,
derivability in rLPcs is NP-complete.

Proof. Tt was proven in [Kru03] that rLP¢s is in NP. It is easy to see that both
Fy and Fg have size polynomial in the size of G. As for term tg_;_..,, it was
shown in Theorem 13 that [tx—;—.,| = O(k2!) + O(12™), which is polynomial in
the size of G provided | < k (BVC for [ > k is trivial). Thus, Theorem 18 shows
that rLP¢s is NP-hard. O

6 Other Justification Logics

Justification counterparts J, JD, JT, J4, and JD4 of modal logics K, D, T, K4,
and D4 respectively have been developed in [Bre00] (see also [Art08al). In ad-
dition, there are several hybrid logics combining justifications and epistemic
modalities for multiple agents: T,,LPcs, S4,LPcs, and S5, LPcs (see [Art06]). It
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was shown in [Kuz08a] that their reflected fragments rl4cs, rdD4cs, rT,LPcs,
rS4,LPcs, and rS5,LPcs are axiomatized by the same *-calculus as rLPcs,
whereas axiomatization for rlcs, rJD¢s, and rJTes is obtained by dropping xA5
for arbitrary terms while simultaneously integrating it into *CS for constants.
This immediately yields that the Derivability Problem for all these logics is in NP
for any schematic CS (see [Kuz08a)).

For lack of space, we cannot provide sufficient details here; we will just
mention that hybrid logics rT,LPcs, rS4,LPcs, and rS5,LPcs are conserva-
tive over rLPcs/, where CS’ is the modality-free part of CS. On the other hand,
rles, rdDc¢s, rJTes, rJdcs, and rJD4cs are strictly weaker than rLPcgs, but all
the reasoning involved in constructing term ¢x_.;_..,, can easily be performed in
them too.

Theorem 20. For an axiomatically appropriate and schematically injective con-
stant specification CS, the Deriwability Problem for rlcs, riDes, rJTes, rl4cs,
rdD4cs, rT,LPcs, rS4,LPcs, and rS5,LPcs is NP-complete.
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Abstract. Pure, or type-free, Linear Logic proof nets are Turing com-
plete once cut-elimination is considered as computation. We introduce
modal impredicativity as a new form of impredicativity causing cut-
elimination to be problematic from a complexity point of view. Modal
impredicativity occurs when, during reduction, the conclusion of a resid-
ual of a box b interacts with a node that belongs to the proof net inside
another residual of b. Technically speaking, superlazy reduction is a new
notion of reduction that allows to control modal impredicativity. More
specifically, superlazy reduction replicates a box only when all its copies
are opened. This makes the overall cost of reducing a proof net finite and
predictable. Specifically, superlazy reduction applied to any pure proof
nets takes primitive recursive time. Moreover, any primitive recursive
function can be computed by a pure proof net via superlazy reduction.

Keywords: Linear logic, implicit computational complexity, proof
theory.

1 Introduction

Predicativity is a logical concept known from a century, starting from Russel’s
work. It has various technical meanings. All of them, however, refer implicitly or
explicitly to some form of aciclicity (see [3] for an excellent survey). Impredicative
definitions or logical rules in a logical system may lead to logical paradoxes. On
the other hand, if logical systems are interpreted as programming languages (via
the Curry-Howard correspondence), impredicativity may lead to type systems
and programming languages with high expressive power.

In this paper, we introduce the notion modal impredicativity. We start from
Linear Logic which gives first-order status to structural rules (on the logical
side) and to duplication and erasure (on the computational side). The very defi-
nition of modal impredicativity refers to bozes, i.e., those portions of proof nets,
related to the modal meaning of formulae, that may be duplicated. During cut-
elimination, a duplication occurs when a box interacts with a contraction node,

S. Artemov and A. Nerode (Eds.): LFCS 2009, LNCS 5407, pp. 1374151,(2009.
© Springer-Verlag Berlin Heidelberg 2009
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Fig. 1. The pure proof net AA

which corresponds to an instance of the structural rule contraction in a logical
derivation. Boxes allow to structure proofs into layers: any rule instance has a
level, the number of boxes into which it is contained. Focusing our attention
to boxes is the reason why our notion of impredicativity is dubbed as modal.
Specifically, modal impredicativity occurs when, during reduction, the root of a
residual of a box b interacts with a node that belongs to the residual of the proof
net lying inside b. The paradigmatic example where an interaction of this kind
occurs is in the (pure) proof net in Figure[Il which encodes the prototypical non
normalizing lambda-term (Az.xzx)(Az.xzz). Call b the (unique) box in Figure [
After two reduction steps we get two copies b’ and b” of b. Two further reduction
steps plug the root of ' as premise of the node X belonging to the second copy
b" of b. This is a basic form of one-step-long cycle, since the content of b interacts
with the root of b itself. Compared to what happens classically, self-copying plays
the role of self-application or self-definition. Notice that the cycles we are speak-
ing about can have length greater than one. As an example, consider the proof
net corresponding to the lambda term (Azx.Ay.zyx)(Az.Ay.xyz)(Az.A\y.zyz): it
includes two boxes b; and by where by copies by and by copies by.

Our long-term goal is to define proper restrictions on Linear Logic allowing
to control modal impredicativity. This paper is just the first step towards this
goal. What we define here is a new notion of reduction for Linear Logic proof
nets which rules out the previously described cyclic phenomenon dynamically,
i.e. at the level of the graph-theoretic rewriting relation which governs proof net
reduction. This way, we break impredicative cycles, while keeping the freedom
of statically compose pure proof nets.

Light Logics and Modal Impredicativity. We now recall how the known sub-
systems of Linear Logic, introduced as characterizations of certain complexity
classes, work. Let us call them light logics, for short. Proof-theoretically, they
parsimoniously use the contraction rule. On the computational side, they control



Taming Modal Impredicativity: Superlazy Reduction 139

the duplication of structure. Technically, we currently know two ways of control-
ling the use of duplication. One is stratification. The other one is what we like
to call boundedness.

Stratification is a structural constraint that, at the dynamic level, has the fol-
lowing meaning: one reduction step at level n can only increase the complexity
of the underlying proof at levels (strictly) higher than n. This is achieved by
dropping dereliction and digging as logical rules. The consequence is the control
over the dimension of every single reduct, that reflects on the overall control of
reduction time. The mechanism is implicit in the structural and combinatorial
properties of proofs and is totally independent from its logical soundness. In
stratified systems, the level of any node cannot change during reduction. As a
consequence, any stratified system, by definition, cannot be modally impredica-
tive because the nodes inside a box b cannot interact with the root of any copy
of b. Elementary Linear Logic, Light Linear Logic [6] and their affine versions
use stratification.

Concerning boundedness, recall that in ordinary Linear Logic, !A is seman-
tically equivalent to A* = U, cn iA R...0 Al. Boundedness refers to various

~

methodologies that, informally, put !4 inn correspondence to a finite subset of
A*. Computationally, this means the number of copies of each box in a proof
can somehow be statically or dynamically predicted, i.e. bounded. This way,
we automatically get a system that cannot be modally impredicative, since in
bounded systems !A cannot be equal to !A ® A (and this principle seems neces-
sary to have self-copying). Soft Linear Logic [§] and Bounded Linear Logic [4]
use boundedness.

Superlazy Reduction and Modal Impredicativity. Superlazy reduction is a new
notion of reduction for Linear Logic (pure) proof nets. It is specifically designed
to control modal impredicativity. Under superlazy reduction, any box b can
interact with a tree of contraction, dereliction, digging and weakening nodes only
if the global result of this interaction somehow reduces the overall complexity
of the proof net, namely when it produces (possibly many) “open” copies of b.
If this is not the case, reduction is blocked and cannot be performed. This way
modal impredicativity is automatically ruled out, since whenever the content of b
is copied, b as a box is destroyed and no residuals of b are produced. Technically,
this is ensured by prescribing that reduction can happen only when the box is
faced with a derelicting tree of nodes, a key notion introduced in Section [3l

Superlazy Reduction and Primitive Recursion. The calculus we obtain by adopting
superlazy reduction over pure proof nets is still powerful enough to characterize
the class PR of primitive recursive functions. We show the characterization under
a standard pattern. As for soundness, we prove that every pure proof net G can
be rewritten to its normal form in time bounded by a primitive recursive func-
tion in the size of G. This is remarkable by itself, since the mere fact that super-
lazy reduction computes something is interesting by itself, considered the strong
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requirements superlazy reduction must satisfy. As for completeness, every function
in PR can be represented as a pure proof net, even under superlazy reduction.

Superlazy Reduction and Ezxpressive Power. We here want to make some obser-
vations about pure proof nets and superlazy reduction as a paradigmatic pro-
gramming language. The set of terms we can program with are pure proof nets
coming from Linear Logic. Namely, we can use every lambda-term as a program,
AA (Figure[I)) included. However, we do not have the standard unconstrained
reduction steps, which, by simulating the usual beta-reduction, allow to embed
pure, i.e. untyped, lambda-calculus into pure proof nets. In particular, the proof
net AA is normal in our setting, the reason being that we can never reach a situa-
tion where the “amount” of open copies of the box it contains is known in advance.

Related Work. Several authors have used some notion of predicativity as a way
to restrict the expressive power of programming languages or logical systems.
We here recall some of them, without any hope of being exhaustive. In [IT],
as a first example, Danner and Leivant presented a variant of second order
A-calculus obtained imposing a restriction on second order quantification. Such
a restriction has semantic flavor: all the types have a rank, an ordinal number
and universal quantification can only be instantiated if the witness has a proper
rank. This way they get a characterization of primitive recursion. Another, ear-
lier, example is Leivant’s predicative recursion [9]: if predicativity is imposed on
ordinary primitive recursion (on any word algebra), one gets a characterization
of polynomial time computable functions. Further work shows how other classes
can be characterized with similar tools [I0JI2]. A final example is Simmons’ fine
analysis of tiering [T4]. All the cited proposals, however, share a property which
make them fundamentally different from superlazy reduction: predicativity is
enforced through static constraints, i.e., constraints on programs rather than
on the underlying reduction relation. The first author has recently proposed a
characterization of primitive recursion by a fragment of Godel’s T [IJ.

On the other hand, restricted notions of reduction on Linear Logic proof
nets have appeared in the literature. This includes, for example, Girard’s closed
reduction [5] or head linear reduction [I3]. None of them, however, decreases
the expressive power of the logical systems on top of which they are applied, as
superlazy reduction does.

Paper Outline. Section [ recalls pure, i.e., untyped, proof nets and defines dere-
licting trees and superlazy reduction. Section [3] proves the primitive recursive
soundness of superlazy reduction on pure proof nets. Section [4] shows that even
under superlazy reduction, pure proof nets remain expressive enough to repre-
sent all the primitive recursive functions. Section [Bl presents some further devel-
opments on the ideas presented in the paper. An extended version of this paper
including all proofs is available [2].
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Fig. 2. Base cases

2 Pure Proof Nets

Pure proof nets are graph-like structures corresponding to proofs. The set of labels
for the nodes is {P, C, W, X, R_,, L_,, Rg, Lg, Ri, Li, D, N}. All nodes, but P
and C, correspond to the usual proof net labels. We use P and C for the sake of
uniformity, getting graphs without dangling edges. Figure says that a wire is
a proof net. Given the two proof nets in we can build those in Figure[3l The
inductive rule at the end of Figure introduces (modal) boxes.

Please notice that the proof nets introduced here are slightly different from
the usual ones. In particular, there is not any explicit node playing the role of the
cut rule or of axioms. Moreover, proof net conclusions are partitioned into one
proper conclusion and some premises. This way, proof nets get an intuitionistic
flavor which makes the correspondence with lambda-terms more evident.

Reduction Rules. The reduction rules for the proof nets are the usual ones.
We omit the obvious linear rules — _,, —¢g, and we just recall the modal
reduction rules in Figure @l Call — the contextual closure of the rewriting
steps — ., —g, —D, —x,—w, —N, — M. Lhe reflexive and transitive
closure of — is —*.

The reduction rules — x and — y are the only ones somehow increasing the
size of the underlying proof-net: the first one copies a box, while the second one
puts a box inside another box. Superlazy reduction, as we will see shortly, does
not simply eliminate those rules, but rather forces them to be applicable only
in certain contexts, i.e., only when those rules are part of a sequence of modal
rewriting rules which have a globally predictable behavior.

2.1 Superlazy Reduction

We shall be able to prove a soundness result about the cost of the reduction of
the proof nets relatively to a superlazy version of — that requires the notion
of derelicting tree.

Derelicting trees. For every proof net G, let us assume that the cost of traversing
any X-node of G is 0, any D-node is —1, any W-node is 0 and any N-node is
+1. The cost of a path from node u to node v is the sum of the costs of nodes
in the path including u and v. A derelicting tree in G is a subgraph t of G that
satisfies the following four conditions:
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Fig. 3. Inductive cases

1. t only contains nodes X, D, N, W; so it must be a tree, and we call w its root;

the leaves of ¢ are labelled either with D or with W;

3. for every leaf v labelled with D in ¢, the cost of the path from w to v in ¢ is
—1;

4. the cost of any other path in ¢ starting from w is nonnegative.

o

Figure [5(a)| shows an example of a derelicting tree. Conditions 1. and 2. are
trivially satisfied. The cost of viv2v4v7v1¢ is —1 and the same for v1v3vg. Finally,
any other path starting from v, has nonnegative cost. For example, vy vsvsvg has
cost 1.
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—X

. |
v ® - ®

—D

—N

— M

Fig. 4. Modal graph rewriting rules



144 U. Dal Lago, L. Roversi, and L. Vercelli

|
|
|

v

Fig.5. A generic derelicting tree (a) and a bounded spine (b)

Figure depicts a remarkable instance of derelicting tree: an n-bounded
spine with n occurrences of X nodes that we shall represent as a dashed box
with name nX.

Superlazy Reduction Step and Rewriting System on Pure Proof Nets. The super-
lazy mormalization step is — xnpw, defined in Figure [ V¢ being any derelict-
ing tree. ~_,,~g,~r,~xnpw denote the surface contextual closure of the
rewriting steps —_o, —g, —m, — xnNDpw . “Surface” means that we never
apply a reduction inside a box. ~» is the union of ~_,,~>g,~>pr,~ xnypw. The
reflexive and transitive closure of ~» is ~»*.

Superlazy reduction is a very restricted notion of reduction. In particular, it is
almost useless when applied to proof nets obtained from ordinary lambda-terms
via the usual, uniform encoding. In particular:

e If terms are encoded via the so-called call-by-name encoding (i.e., the one
induced by Girard’s correspondence (4 — B)° = !A° — B°), then any redex

| \3 ! | Vit !
— XNDW L >< L
| G ! | G !

Superlazy cut elimination step
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(Ax.M)N where M consists of an application LP and z appears free in P,
cannot be reduced in the corresponding proof net: a box would be faced with
something different from a derelicting tree.

e On the other hand, if terms are encoded via the call-by-value encoding (i.e.
via the correspondence (4 — B)° = !(A° — B°)), then any redex (Az.M)N
where M consists itself of an abstraction Ay.L and = appears free in L cannot
be reduced in the corresponding proof net.

Unfortunately, we do not even know any criteria allowing to guarantee that cer-
tain proof nets can be reduced to normal form (w.r.t. ordinary reduction) by
way of superlazy reduction. Moreover, there currently isn’t any result character-
izing the class of normal forms w.r.t. superlazy reduction; this is in contrast, for
example, to lambda calculus and call-by-value reduction, where the cbv normal
form of any (closed) term M (if any) is always a value. This is why proving
that proof nets are complete w.r.t. some given class of functions, under the
superlazy reduction, is non-trivial. Nonetheless, we explicitly prove the com-
pleteness of superlazy reduction (see Section Hl). The next section shows why
both (A — B)° = 14° — B° and (A — B)° = !(A° — B°) do not work well
here: superlazy reduction of any proof net always terminates in a time bounded
by suitable primitive recursive functions.

Linear Logic with superlazy reduction can be seen as a generalization of the
principles of Soft Linear Logic. Every time a box is replicated, that box is opened.
According to this vision, a derelicting tree with m leaves is similar to a multi-
plexor node of rank m. However, the structure of SLL gives a further restriction:
if k is the rank of the proof net G, that is the maximum rank of the multiplexers
in GG, we are sure that every box of G will be copied at most k times. Such a
restriction leads to a polytime bound (see [§]).

3 Soundness

We prove the result starting with a restriction < on the relation ~». < is simply
the union of ~_,, ~g, ~ 3 and ~ xnypw, where any ~» s can only be applied
to nets which only contain ~»j; redexes. In other words, ~»j; is postponed as
much as possible. This makes our arguments simpler without loss of generality,
as we now show. —* will denote a reduction with k steps of <. Given a proof
G and any reduction relation —, [G]_, and ||G||— denote the maximum length
of a reduction sequence starting in G (under —) and the maximum size of any
reduct of G (under —), respectively. |G| is the size of the proof net G.

Lemma 1. For every proof G, |G-, = [G]— and ||G||- = ||G]|-.

Proof. Whenever G~y F ~», H and x # M, there are Fi,..., F, (where
n > 1) such that G ~,, Fy ~sy, -+ ~op Fyy~p o H, and x;11 = M whenever
x; = M. For example, if G ~); F ~xypw H and the box copied in the second
step is exactly the one created by the first step, then clearly

G~xnpw J ~xnpw H.
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As a consequence, for any sequence G1 ~ --- ~» G, there is another sequence
Fy — .--— F,, such that Gy = Fy, G,, = F,, and m > n. This proves the first
claim. Now, observe that for any 1 < ¢ < n there is j such that |Fj| > |G;]: a
simple case analysis suffices. This concludes the proof. O

The following definition is the main ingredient since it allows to structure the
proof of soundness inductively. A reduction sequence 0 = G~y F~opy oo~y
H is said to be a (n,d)-box reduction when x; # M for every 1 < i < k
and there are » < mn boxes b1,...,b,. between those at level 0 in G such that
the following conditions hold (let Ji,...,J,. be the proof nets inside by, ..., b,
respectively):

e O(J1),...,0(Jy) <d.
e The box involved in any step ~ xypw of ¢ is either a residual of by, ..., b,
or a residual of a box appearing in one of Jy, ..., J,.

Remark 1. A few observations about the above definition:

1. G may contain more than n boxes at level 0, or it may contain boxes whose
depth is greater than d;

2. H is not necessarily a normal form. It may contain boxes at level d, or
higher;

3. By definition, any node inside the boxes b1, ..., b, must have depth at least
1. This means that if o is a (n,0)-boz reduction it is, in fact, talking about
boxes that contain proof nets with negative depth. They cannot exist, so o
only uses the linear rewriting steps —_,, —;

4. By definition, every reduction starting at any net G is a (|G|, 9(G))-box
reduction because |G| necessarily bounds the number n of boxes, and 9(G)
bounds the value d;

5. The definition is a good one only because we are assuming to work without
the rule — ;. Otherwise (residuals of) boxes coming from by, ...,b, could
be “merged” with (residuals of) boxes in G but not in the list.

Now we define a family of functions {fs : N x N — N}gen such that every
fa(n,m) bounds both the reduction cost and the size of the reducts, of every net
G when performing a (n, d)-box reduction on it:

foln,m) =m
fa41(0,m) =m
fd+1(n + 1a m) =1+ fd+1(n7 m) + fd((Qm + l)fd-‘rl(na m)a (2m + l)fd-l-l(na m))
By definition, all the functions fy; are primitive recursive.

Lemma 2. For every d,n,m € N, for1(n,m) > fa(n,m) and fa(n +1,m) >
fa(n,m).
The proof is by induction on n. We can prove the following:

Proposition 1. Let G be any proof net and let G —* H be a (n,d)-box reduc-
tion sequence with k steps. Then k,|H| < fq(n,|G|).
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Proof. We write m = |G|. We can proceed by induction on d:

e If d = 0, thanks to Remark [[l3 above, the reduction G —* H only involves
multiplicative reduction steps. They strictly reduce the size of the underlying
net. So, |H|,k <m = fo(n,m).

e Suppose the thesis holds for d and suppose G —* H is a (n,d + 1)-box
reduction. We proceed by another induction, this time on n:

e If n = 0, then none of the boxes at level d + 1 can be reduced. As a
consequence, G —* H only involves multiplicative reduction steps and,
again,

|H|,k <m = fq+1(0,m).

e Suppose the thesis holds for n and suppose G —* H is a n + 1-box re-
duction sequence at level d + 1. By definition, there are r < n + 1 boxes
bi...,b, in G satisfying the definition above. There is clearly one index
t, where 1 < ¢t < r such that b; is the last box being copied (among
bi,...,b,) in the sequence G —* H. Up to the point where b; is copied,
the reduction sequence can be considered as a (n,d+ 1)-box reduction se-
quence: the witness list of box is exactly b1,...,b¢—1,bt41,...,b.. After by
is copied, on the other hand, the reduction sequence under consideration
can be considered as a (|J|, d)-box reduction sequence, since all the boxes
that will be copied are part of the residual of the content of boxes in the
list by,...,b,. The reduction under consideration can be decomposed as
follows

G‘—>i F’\”XNDW J‘—>j H

where G <% F is an (n,d + 1)-box reduction sequence, the step
F ~xnpw J involves ezactly by and J —7J H is a (|.J|,d)-box reduc-
tion. Now, observe that |b;| < m. In |J| we will find at most |F'| copies
of b; and at most |b;| copies of the underlying derelicting tree (which can
itself contain at most |F'| nodes). Applying both inductive hypothesis, we
get

i7 ‘F‘ S fd+1(na m)
1 < 2mfaa(n,m) + |F
3, H| < fa(lJ], 1)
As a consequence:
k=i+1+j< fax1(n,m)+1+ fq(|J],]J])
< far1(n,m) + 1+ fa((2m 4+ 1) fag1(n,m), (2m + 1) fa41(n,m))
|H| < fa(|J|,1T]) < fayi(n,m) + 1+ fa(|J],]J])
< fd+1(na m) +1+ fd((Qm + l)fd-‘rl(na m)a (2m + l)fd-l-l(na m))
This concludes the proof. O

Corollary 1 (Soundness). For every n € N there is a primitive recursive
function gn : N — N such that for every proof net G, [G]., ||Gl|~ < goc)(|G]).
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Proof. By Lemma [Il we can bound [G]—, and ||G||— rather than [G]., and
||G]|~.. Now, observe that any reduction G —* H is a (|G|, d(G))-box reduction,
followed by at most a linear number of M-reduction steps, which anyway shrinks
the size of the underlying proof net. The thesis follows from Proposition[Il O

4 Completeness

The goal is to show the existence of an embedding of any primitive recursive
function f into a pure proof net Gy such that G; simulates f via superlazy
reduction. The existence of such an embedding is what we mean by completeness.

Our comments at the end of Section [2 should have convinced the reader about
the impossibility of proving completeness by the usual encoding of the untyped
lambda-calculus into pure proof nets. We really need to tailor the encoding of
data and programs in such a way that superlazy reduction works on them, i.e., we
want to be sure that a program applied to an argument reduces to the intended
result.

The details of the completeness proof do not fit here, but they can be found
in [2], where we also also develop a slightly more general proof of soundness.
Only the major ingredients towards completeness are reported here.

The first ingredient is the representation of natural numbers. Figure [1 in-
troduces the closed proof nets 0 and n, with n > 1. A basic observation to
prove the completeness is that every n contains a n-bounded spine nX (see
Fig. ). This implies that whenever n is applied to a box containing a proof
net G, superlazy reduction will copy the box n times and n copies of G will ap-
pear, one applied to the next one. Computing the successor of a natural number
can be done by a proof net, quite similarly to what happens in ordinary lambda
calculus. Now, at least, the key notion can be given. Let G be a proof net with a
single premise and a single conclusion. We write G — (n1,...,n,,) to mean the
closed proof net with a single conclusion obtained by plugging the conclusion
of the net (nq,...,n,,) (obtained by “tensoring” together ni,...,ny) into the
unique assumption of G. For every function f : N — N, with arity m > 0, we

n>1

Fig. 7. Church numerals as proof nets



Taming Modal Impredicativity: Superlazy Reduction 149

shall say that a proof net Gy with one premise represents f iff Gy — (n1,..., 1)
superlazily reduces to f(ni,...,nn,), for every ni,...,n, € N.

The second ingredient is the possibility of freely duplicate data, i.e., natural
numbers. This is possible even if the natural number being copied (or erased)
does not lie inside a box. Copying a natural number n involves applying a (boxed)
pair of successors and a pair of 0 to the net n. Erasing n, on the other hand,
can be performed by applying a boxed identity and another boxed identity to
n: this way n can be reduced itself to a boxed identity, which can be erased by
cutting it against a W node.

The first two ingredients allow to encode basic primitive recursive functions
and composition. To get the most important construction, namely primitive
recursion itself, a third ingredient is necessary, namely iteration. Iterating n times
a given function f, where n is a parameter, can be done by way of superlazy
reduction: putting the proof net representing f inside a box and apply the box
to n suffices. However, if the proof net representing f has some premises, the
resulting proof net would only accept boxed natural numbers as arguments,
and this would break the scheme which makes superlazy reduction works. The
solution consists in iterating only closed functions, exploiting the higher-order
nature of proof nets. The usual primitive recursion scheme can be finally obtained
by using the standard technique of simulating recursion by iteration.

Theorem 1 (Completeness). Every f in PR is represented by a proof net G .

5 Further Developments

As we explained in the Introduction, this paper is just the first step in a long-
term study about how to control modal impredicativity.

The are at least two distinct research directions the authors are following at
the time of writing. We recall the obtained results here, pointing to further work
for additional details and proofs.

First of all, the way we proved completeness of proof net reduction w.r.t.
primitive recursion suggests a way of capturing Hofmann’s non-size increasing
computation [7] by way of a proper, further restriction to superlazy reduction.
We basically need two constraints:

e Boxes can only be copied when they are closed, i.e., when they have no
premises.

e Any box b can only be copied if the proof net contained in b contains at most
one node X at level 0.

The obtained reduction relation is said to be the non-size increasing superlazy
reduction and is denoted with =. With these constraints, non-size increasing
polytime computation can be simulated by pure proof nets. Moreover:

Theorem 2. For every n € N there is a polynomial p,, : N — N such that for
every proof net I1, [G]=, ||G||= < paa)(IG])
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The second direction we are considering concerns methods to keep modal im-
predicativity under control by more traditional static methods in the spirit of
light logics. Consider the equivalence between !A and !A® A. As already pointed
out, this equivalence is somehow necessary to get modal impredicativity. So, con-
trolling it means controlling modal impredicativity. Now, suppose that the above
equivalence holds but A only contains instances of the ! operator which are in-
trinsically different from the top-level one in !A. Morally, this would imply that
even if a contraction node is “in” A, it cannot communicate with the box in A,
because they are of a different nature. This way modal impredicativity would
be under control. But the question is: how to distinguish different instances of
! from each other? One (naive) answer is the following: consider a generaliza-
tion of (multiplicative and exponential) Linear Logic where syntactically differ-
ent copies !y, la,, ... of the modal operator | are present. As an example, take
the set {!,}nen. Then, impose the following constraint: !, A is a legal formula
only if the operators !y, ,..., s, appearing in A are all different from a, i.e., if
a & {bi,...,b,}. We strongly believe that this way a system enjoying properties
similar to those of predicative recurrence schemes [9] can be obtained.

6 Conclusions

We described modal impredicativity and a concrete tool — superlazy reduction
— that controls it. Superlazy reduction on pure proof nets greatly influences the
expressive power of the underlying computational model: from a Turing complete
model we go down to first-order primitive recursive functions.

In a sentence, we learnt that the expressive power of a programming lan-
guage system can be controlled by acting on the dynamics (i.e., the underlying
reduction relation) without touching the statics (i.e., the language into which
programs are written). To get the complete picture, however, we still need tools
to predict which set of programs will be useful from a computational point of
view.

This could have potential applications in the field of implicit computational
complexity, where one aims at designing programming languages and logical sys-
tems corresponding to complexity classes. Indeed, the impact of ICC in applica-
tions crucially depends on the intensional expressivity of the proposed systems:
one should be able to write programs naturally.
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Abstract. We introduce and illustrate a graph calculus for proving
and deciding the positive identities and inclusions of fork algebras, i.e.,
those without occurrences of complementation. We show that this graph
calculus is sound, complete and decidable. Moreover, the playful na-
ture of this calculus renders it much more intuitive than its equational
counterpart.

Keywords: Positive relational calculi, fork algebras, graph calculus,
completeness, decidability.

1 Introduction

In this paper we introduce and illustrate a graph calculus for deciding the positive
identities and inclusions of fork algebras, i.e., those having no occurrences of
complementation.

Relation algebras [I5] are appropriate to formalize some aspects of program
methodology despite their limitations on expressive and proof powers. One of the
motivations for extending the relation algebraic formalism is capturing important
notions linked to storing and retrieving of data, which is beyond its range. An op-
erator introduced to this end is the fork operator [§], which is induced by a given
injective coding function #, so that b&c can be regarded as an encoding of the or-
dered pair (b, c). Given (binary) relations X and Y on a base set U, by applying
fork to X and Y we obtain the relation {(a, bstc) : (a,b) € X and (a,c) € Y}.

For instance, given relations X7, X5, X3, X4 on a set U, fork can be used to
store the coded result of the application of X, Xo, X3, X4 to a single element
a € U. That is, a pair (a,b) belongs to the relation obtained by iterated applica-
tion of fork to relations X7, Xs, X3, X4 on U, iff there are by, bo, b3, by € U such
that b = blﬁ(bgﬁ(bg,ﬁ?bzl)) and (a7b1) e Xy, (a,bg) S XQ, (a7b3) € X3, (a7b4) €
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Xy4. Fork can also be used to define projection operators to retrieve the data
stored. For instance, one can define a new constant operator 74 that outputs
the third coordinate of a quadruple, i.e., a pair (a,b) belongs to the relation 73
iff there are a1, as,as,as € U such that a is the encoding a1%(azt(agttay)) and
b is as.

Abstractly, relation algebras can be defined by a set of identities specifying
the behavior of the Boolean and Peircean operators as follows. The former oper-
ators behave as in Boolean algebras. The latter operators behave as in involuted
monoid theory. One also adds an identity expressing a geometric aspect of the
interaction of Boolean and Peircean operators [9/14]. Fork algebras may be de-
fined by extending relation algebras with a new binary operator Vv (fork) and
the following three identities:

(a) I VE)' v(EvID) |,
) (rvs)o(tvg) =(rotT)M(soq"),
(¢) (ro(IVE))N(so(EVI)=rvs.

One of the most important characteristics of the fork algebraic apparatus
is that it provides algebraic proofs of interesting program properties, such as
input-output specification of programs, including refinement and abstraction;
program behavior, including non-determinism and parallelism; program design
strategies, including case analysis and divide-and-conquer, etc. [§]. Indeed, fork
algebras are provided with an algebraic language where properties of program
(schemata) can be expressed as equations and inferred from other equationally
specified properties merely by replacing equals by equals.

Although the validity of some identities is easily established, this is not true
in general: the equational theories of relation and fork algebras are rather com-
plex [I6]. Indeed, some non-algebraic mechanisms have been developed to cope
with the problem of establishing identities involving relations [4J13]. This paper
is a contribution in this line of development.

As a first step to overcome the difficulties mentioned above, we will introduce
a formal calculus whose formulas are graphs (defining relations) and whose rules
are used to derive graphs from graphs. We will prove that this calculus is sound,
complete and decidable for graph inclusions. The graphical system can be di-
rectly applied to the positive fork algebraic inclusions and identities. Positive
fork terms correspond to graphs and the graphical apparatus can be used to
decide the equalities and identities in a playful manner.

In Section[2 we describe the positive fork language +FL, its formal syntax and
semantics, as well as some examples of equations that are valid. In Section [3] we
introduce the positive fork calculus with graphs +FG. It is built as an extension
of the positive fork language hinging on an adequate notion of a graph labeled
with fork terms. We also introduce inference rules to transform graphs to graphs
illustrating their application. In Section Ml we establish the central metamath-
ematical results of soundness and completeness as well as decidability. These
results can be transferred directly to the the positive fork language. Section
closes the paper with some remarks and directions for future work.
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2 Positive Fork Language

The positive fork relational language +FL is a variant of the positive relational
language treated in [BJ6] by introducing a new binary operator, called fork [§]
and restricting semantics to structured models (cf. below).

The +FL terms, typically denoted R, S, T, are generated from the set of re-
lational variables RVAR = {r; : i € w} by applying the relational operators E,
I, T, M, U, o, and V, according to the grammar R ==r; |E|1| RT | RM S |
RUS | RoS|RVS. The positive fork relational inclusions and equalities are
the expressions of the forms R C S and R = S, respectively.

A structured universe is a pair (M, %), where M #@ and % : M x M — M is
an injective operation. Intuitively, attb € M codifies the pair (a,b) of elements of
M. The fork induced by # in a structured universe (M, #) is the binary operation
Ve on relations on M given by RVS := {(a,bkc) € M x M : aRb and aSc}.

A structured model is a triple M = (M, &, 7)., where (M, &) is a structured
universe and 7" C M x M for every i € w. The meaning [R]on of a term R
in a structured model 9 is defined similarly to the relational case (excluding
all references to the empty relation and to complementation) together with an
additional clause to treat the fork operator. Formally, given a structured model
M = (M, 8,7™);c., symbols E and | are interpreted, respectively, as the relations
M x M and {(a,a) : @ € M}; symbols M, L, T and o as intersection, union,
conversion and composition of relations, respectively; and the meaning of a fork
term R V S is defined by [R V S]on ::= [R]on Ve [S]m-

Validity of inclusions and equalities are defined as usual. As examples of valid
formulas we have the three formulas (a), (b) and (c¢) taken as axioms for fork
algebras in Section [Il In the sequel, we will introduce the positive fork graph
calculus to prove valid inclusions.

3 Positive Fork Graph Calculus

In the positive graph relational calculus +RG [Bl6], relations are represented by
(directed pseudo multi) graphs having two distinguished nodes and arcs labeled
by positive relational terms. In the positive fork graph calculus +FG, we shall
label arcs with positive fork relational terms and the graphs will represent binary
relations on structured universes. We would like to distinguish ordinary nodes
from those in the range of a star function.

We consider a fixed set INOD = {x,, : n € w} of nodes, typically denoted by
x,y, z,u,v,w. Given set N C INOD, a node equation on N is a triple (u,v,w),
denoted uxv — w, with u,v,w € N; here w is the star of u and v, which are,
respectively, the first and the second components of w. A table on N is a set T
of node equations on N. With respect to a table T, we call a node w structured
iff there is some node equation uxv — w in T', otherwise, we call it atomic.

Graphically, we represent nodes by dots and node equations by two-source ar-
rows pointing to the structured node and displaying its first and second
components: a single line indicates the first component whereas a double line
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DT ! o AD

uUxv — w U*xv — u Uxv — v uxu — v uxu — U

Fig. 1. Graphical representation of node equations

Fig. 2. Slice S with a structured node

indicates the second one. For instance, node equation uxv »— w, where u, v, w
are pairwise distinct, is represented in Figure [Tl

An arc is a triple (u, R,v), denoted uRv, where u,v are nodes, and R is a
+FL term. Graphically, we represent arcs by labeled arrows linking nodes.

A slice is a structure S = (N, T, A, z,y), where N is a non-empty set of
nodes, T is a table on N, A C N x Trm x N is a set of labeled arcs (Trm is
the set of +FL terms), and z,y are (not necessarily distinct) nodes in N, called
input and output, respectively. Graphically, we represent slices by directed arc-
labeled pseudo multi graphs with distinguished nodes x,y represented by —, +,
respectively. For instance, the slice S = ({z,u, v, w,y}, {uxv — w}, {zru, (s M
v, w(E o t)y}, z,y), having a structured node, is represented in Figure 2

A positive fork graph, or simply a graph, typically denoted by G, H, is a finite
non-empty set of slices. A graph can be represented by the juxtaposition of the
representation of its slices. The +FG inclusions and equalities are expressions of
the forms G C H and G = H, respectively.

The semantics of slices and graphs are based on binary relations. First, given
a slice S = (N,T,A,z,y) and a structured model 9% with universe M, an
M-assignment for S is a function g : N — M such that (gu,gv) € [R]om,
for every arc uRv in A, and gustgv = gw, for every node equation uxv — w in
T. Now, the meaning of a slice S in a model 9 is the subset [S]om of M x M
defined by (a,b) € [S]on iff gz = a, gy = b, for some M-assignment g for S. The
meaning of graph G = (S;)icr in M is [Glon = U, [Siom-

A +FG inclusion G T H holds in a model 9, denoted M E G C H, iff
[Glom C [H]m. It is valid, denoted = G C H, iff it holds in every model.
Analogously, we can define truth and validity for +FG equalities and prove results
similar to those described in Section [2] for +FL inclusions and equalities. In
particular, graphs G and H are called equivalent iff = G = H.
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Table 1. Elimination/Introduction rules for transforming graphs

Unv GU{(N, AU {uEv},z,y)} ldn GU{(N,Au{ulv},z,y)}
GU{(N,A,z,y)} GUING, AT, 20y5)}
GU{(N,Au{uRTv},z,9)} | . GU{(N, AU {uRN S0}, 2,9)}

Cnv GU{(N,AU{vRu},z,y)} " GU{(N,AU{uRv,uSv},z,y)}

GU{(N,AU{uRU Sv},z,y)}

Uni UV, AU (R}, 2,y), (N, AU {uSo}, 7, )}

GU{(N,AU{uRo Sv},z,y)}

CMP G ULV U {w}, AU {uRw, wSo}, 7, 4)}

ifwgN

(a) Relational rules

GU{(N,T,AU{uR v Sv},z,y)}

GU{(NU{vl,vz} T U{vixv2 — v}, AU{uRvi,uSv2}, z,y)} ifvn,va & N

(b) Fork rule

The deductive apparatus of +FG is given by a set of graph transforming rules.
Some rules transform a graph into an equivalent one (usually used to put a graph
in normal form), while another rule will be used to compare graphs (usually in
normal form). We will use the node substitution notation * for replacing u by
v, which we extend naturally to pairs and triples as well as sets; e.g., for a set
A of arcs, we put A :={w! Rz" : wRz € A}.

The transformation rules are given in Tables[Il 2land Bl Rules in Table [Ii(a)
cover the relational part of the fork graphs and the rule in Table [Ii(b) covers
similarly the fork operator. The star rules in Table 2l concern the graph tables.
The rules in these three tables can be applied in both directions. In fact, each one
of these rules is an abbreviation for two rules: downward and upward. The rules
in Table [ allow the elimination (downwards) and the introduction (upwards) of
the operators. Table [3] presents the capital rule for comparing graphs.

We will explain each bidirectional rule in the downward direction. Each rule in
Tables [[] and Pl states that the meaning of graph does not change when applying
the local transformation specified in the rule, leaving the rest of graph untouched.
Soundness will follow from the explanations.

Rules in Table[Ia) concern the relational part of the fork graphs, being similar
to those of +RG [6]. Rule Unv allows erasing an arc labeled by E from a slice. Rule
Idn allows one to erase an arc ulv and a node u, renaming nodes and redirecting
arcs accordingly. Rule Cnv allows replacing an arc uR"v by vRu. Rule Int allows
one to replace an arc uR M Sv by two others uRv and uwSv. Rule Uni allows
one to replace a slice C' having an arc uR U Sv, by two other slices Cr and Cg,
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Table 2. Star rules for transforming graphs

GU{(N,T,A,LB,Q)} .
Tot f N
* GU{N U} TU furw — w), A,zy)} 0 F
ne GU{(N,T U {uxv — wi,uxv — wa}, A, z,y)}
GU{(N 1 (TU{ukv—wi}) ot Avt el yl)}

wa ?

F

GU{(N,T U {uixv1 — w,ug*ve — w}, A, z,9)}
GU{((N )22 (T Uunkor — w) 500 (ASD) 0 (@) 01, (y i) o)}

vo ! vo? vo?

Inj
Table 3. Homomorphism rule GrCvr for transforming graphs
GrCvr IC; ifG—H

obtained from C' by replacing the arc uR U Sv by a new arc: uRv for Cr and
uSv for Cg. Rule Cmp allows one to replace an arc uR o Sv by two others, uRw
and wSv, with a new node w.

Table[dl(b) presents the Frk rule concerning the fork operator: it allows one to
replace an arc uR V Sv by two other arcs uRv; and uSvs, with two new nodes
v and vs.

Table [ presents the rules concerning graph tables. Rule Tot allows one to
add a new node as the star of given nodes. Rule Fnc allows one to identify nodes
that are the star of the same pair of nodes. Rule Inj allows one to identify nodes
that are the first and the second components, respectively, of a node. Each one
of these rules is sound since # is a total, injective function.

Table 3] presents the capital rule GrCvr: it allows one to infer a graph from
one covered under homomorphism. The notions involved are natural extensions
of the +RG case [0].

Given slices S = (N, T, A,z,y) and S = (N', T, A’ 2/, y'), a homomorphism
from S” to S (denoted 6 : S’ — S) is a function § : N’ — N that preserves
the slice structure: fwxfu — Ov € T, for every node equation wxu — v in T';
OuRfv € A, for every arc uRv in A’; 0z’ = z and 0y’ = y. Given graphs G and
H, we say that H covers G (denoted G « H) iff, for each slice S of G, there is
a slice S’ of H and a homomorphism 6 : 8’ — S.

Rule GrCvr can be applied only downwards, but a special case of GrCvr can
be applied in both directions, namely, the derived rule ErUn for erasing useless
nodes presented in Table[dl A node is useless in a slice iff it is not distinguished
and does not occur in its arcs nor in its table.

An inclusion G C H is a +FG theorem, denoted H G C H, iff H can be
obtained from G by applications of the inference rules. We will call graphs G
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Table 4. Derived rule ErUn for erasing useless nodes

NUw,T,A,z,y

E
U N T Ay

if w is useless

and H provably equivalent iff - G C H and F H C G. We call a proof normal iff
it consists of applications of elimination, star and ErUn rules, followed by a single
application of the GrCvr rule, followed by applications of introduction, star and
ErUn rules.

To illustrate the system in action, we associate to a fork relational term R its
graph G := {({z,y},0, {zRy}, z,y)}. Then, it is clear that [Gr]m = [R]sm, for
every model 9. So, we can reduce inclusions between fork relational terms to
inclusions between their associated graphs: = R C S iff - Ggr C Gg. A graph
proof of the +FG axiom (a) is indicated in Figure Bl

+FG also can model a kind of parallel product through the introduction of the
operator cross. Given a pair of relations X and Y on a set U, by applying cross to
X and Y we obtain the relation {(stab, %cd) : (a,c) € X and (b,d) € Y}. A fork
algebraic definition of cross is given by [B]: r® s := (I VE)  or) V((E V1)" 0 s).
In [§], ® is extensively used to prove identities as

(d) (rvs)o(t®@u)=(rot) V(sou),

describing the iterated behaviour of the algebraic operators. Figure @ contains
an equational proof of (d).

(Iv E)T vV(EV |)T Elim rules .
- e _— _ -

Inj * Fnc _ GrCvr _
= - < > >+ = > "+ = +

Intr rules — -+
—

Fig. 3. Graph proof of fork axiom (a)
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BT ot) v(EvhTow)
.
)T oto(lVEM[(E TN ouo(EVN
.
T oto(VE)] NIEYHT ouo(EVI]

E
E
BT 0T vE)TINET) ouTo(Ev)T]
E
E

Fig. 4. Equational proof of (d)

Elim /Int t
(rvs)o(t®@u) rules A d ° °
— > 4 < — > >0 « < > > +
S\‘ [ ] [ ] > e
u

t Int/Elim

Inj ; Tot e o >0> rules (rot) V(sou)
-t

<~ — — — -+

S\‘. > e
u

Fig. 5. Graph proof of (d)

Figure [l presents an alternative graph proof, based on the derived rule Paral
in Table Bl whose graph derivation is in Figure [

4 Metamathematics of the Fork Graph Calculus

In this section, we prove soundness, completeness and decidability of the positive

fork graph calculus with respect to the +FG valid inclusions. The approach

presented here is a substantial extension of the one given in [5], for +RG.
Soundness of +FG is an immediate consequence of the Lemma [I]

Lemma 1. Consider graphs G and H. If H is obtained from G by applications
of the rules in Tables[d, [A and[{}, then = G = H. If H is obtained from G by the
rule GrCvr then =G C H.

For the remaining results, we will define a normal form for graphs and show that
inclusion of graphs can be reduced to inclusion of their normal forms.
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Table 5. Derived introduction/elimination rule for ®

Paral
N, T,AU{uR ® Sv},z,y
N U {wr, ws, ws, ws }, T U {wirxwz — u, wexws — v}, AU {w1 Rws, wsSwas}, z,y

if w1, w2, W3, W4 g N

Parallel Elim/Int
r®s definition (1VE)Tor) V((EV 0s) rules
- -+ — - -+ =
T
L] > e
N\ r
[ ] L] >~ e
Inj
- - T = < > g
L] L] > o
S
[ ] > o

Fig. 6. Derivation of graph rule Paral

A table T induces a relation xp on (N x N) x N such that (u,v) %7 w iff
uxv — w € T. We call a table functional or injective iff the induced relation is
functional or injective, respectively.

A star-path in a slice is a sequence (u1,v1, ..., Up, Uy, w) of nodes such that
Up*V, — w € T and for each 4,1 < ...i... < n—1, u*v; — u;41 € T or
u*xv; — viy1 € T. A star-cycle in a slice is a sequence (u1,v1,...,Up,Vy,) Of

nodes such that u,*v, > uy € T or u,*v, — v1 € T, and for each 7,1 <
coite . Sn— 1, uprv; — uiq1 € T or ugxv; — vy €T

Now, we introduce the notion of essential node, which will play a central role
in the definition of normal form for graphs. A node v is essential in a slice S
if it is n-essential in S, for some n € N. A node v is 0-essential in a slice S if
v is distinguished in S, or v is an extreme of an arc in S, or v is an element
of a star-cycle in S. A node v is n-essential in a slice S, for n > 0, if there is
a star-path (u1,v1,...,Up, vy, w) in S such that v is not m-essential in S, for
m < n, w is 0-essential in S, and v = u; or v = vy.

We call a graph G basic iff every arc in G is labeled by a relational variable,
functionally injective iff every table in G is functional and injective, and lean
iff every node in G is essential. We say that G is in normal form iff G is basic,
functionally injective and lean.
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Lemma 2 (Conversion to normal form). Every graph G can be effectively
converted (by elimination, star and ErUn rules) into a provably equivalent graph
vG in normal form.

Proof. By applying elimination rules we reduce G to a basic Gy (by induction
on the number of operators in the labels of arcs in the graph). By applying
rules Fnc and Inj we reduce G to a functionally injective G5 (by induction on
the number of nodes in the slices of the graph). We can reduce Gs to a lean
v, noting that, as the table of G5 is injective, a non-essential node occurs in a
star-path or is useless. If it occurs in star-path, this star-path has a sink which
is not a O-essential node and occurs in exactly one node-equation, whence this
sink can be eliminated by rule Tot. In the latter case, we use rule ErUn. We thus
effectively convert G into vG in normal form, they are provably equivalent since
the rules used are reversible.

Thus, by soundness, we can reduce inclusions to inclusion of normal forms.

Corollary 1 (Reduction). Given fork graphs G and H, = G C H iff = vG
CvH.

The next lemma is our main tool for establishing the remaining results. Its proof
is based on a construction of a model induced by a slice in normal form.

Lemma 3. Given fork graphs G and H in normal form, if = G C H, then H
covers G.

Proof. Assume = G C H. Let S = (N, T,A,z,y) be a slice of G. Construct
structured model Mg = (N®, &, r?ﬁs)i@d as follows:

— N*®:= Upen Nk, with Ng := N and

Nit1:= Ny U{(u,v) € Np X Ni : Vw € Np(uxv — w ¢ T)},

— 7 = {(u,v) € N x N :urjv € A},
) w if uxv — weT
T ousve= (u,v) otherwise.

It is easy to see that (z,y) € [G]ons-

Also, Mg is a model, since by construction, # is total as well as injective and
is functional. Since = G C H, we have (z,y) € [H]oms. Thus, consider a slice
S'=(N',A", T ', y') of H and an Mg-assignment g : N’ — N® with gz’ = x,
9y =y.

We claim that the range of g is a subset of N. In fact, given v € N', we
have that v is essential, since H is in normal form. If v is distinguished in 5,
or an extreme of an arc in S’, then gv € N. If v is in a star-cycle in S’, then
gv € N, since the nodes introduced in the construction of Mg do not belong
to cycles. If v is in a star-path (u1,v1,. .., Up, Uy, w) in S’ such that v = u; or
v = v; and w is a 0-essential node in S’, then, by previous cases, gw € N. Since
Up*v, — w € T', we have gu,®gv, = gw. Hence, gu,xgv, — gw € T. So,
JUn, gun, € N. Applying the same reasoning backwards, we obtain gv € N.
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To show that g is a homomorphism from S’ to S, it remains to see that g
preserves arcs and tables, but this is clear, because g is an ims—assignmentﬂ

We thus immediately have our central equivalences.

Proposition 1. Given fork graphs G and H, the following assertions are equiv-
alent.

1. The inclusion G C H is valid: E G C H.

2. The inclusion vG C vH is valid: = vG C vH.
3. vH covers vG: vG «— vH.

4. The inclusion G C H is a theorem: - G C H.

We thus have completeness (of normal) proofs and decidability.

Theorem 1. Given a fork graph G and H, consider the inclusion G C H.
(a) If G C H is valid, then there is a normal proof of H from G.
(b) The inclusion G C H is valid iff vH covers vG.

5 Perspectives

We have presented a graph calculus for proving and deciding the positive iden-
tities and inclusions of fork algebras. In this calculus, formulas are graphs and
the rules derive graphs from graphs. This calculus is sound, complete and decid-
able for graph inclusions. We have illustrated how this graphical apparatus can
be directly applied to the positive fork algebraic inclusions and identities. Our
fork calculus considered structured universes with a total injective function &. A
natural extension would be providing sound and complete calculi for structured
universes with weaker restrictions imposed on .

Proofs of inclusions and identities from hypotheses are also interesting. Ex-
tending our system to cope with this non-decidable case will involve more elab-
orated work.

Pictures have been proposed as a tool to help investigating and applying
relational formalisms. Here, we mention three main lines of research. The ap-
proach based on the theory of allegories [TJ2I3/4UT0], the approach based on the
rewriting systems [IIT2IT3], and the logic systematic approach [3/56]. Each one
of these approaches has its own flavor, techniques of investigations and line of
results. Nevertheless, they are not completely disjoint sharing many character-
istics whose interactions deserve further investigation. The work reported here
may also be viewed as a first contribution in this direction in that we extend the
logic systematic approach to the positive fork language. We thus provide a basis
for a new formalism, which is not only more widely applicable but also provides
a common denominator of the above three lines of investigation.

! For a node equation uxv — w € T, we have gutigv = gw, and as gw € N, we have
guxgv — gw € T. For an arc ur;v € A’, we have (gu, gv) € [ri]oms, and by the
definition of Mg, one has gur;gv € A.
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Games on Strings with a Limited Order
Relation*

Elisabetta De Maria, Angelo Montanari, and Nicola Vitacolonna

Department of Mathematics and Computer Science, University of Udine, Italy

Abstract. In this paper, we show how Ehrenfeucht-Fraissé games can
be successfully exploited to compare (finite) strings. More precisely, we
give necessary and sufficient conditions for Spoiler/Duplicator to win
games played on finite structures with a limited order relation, that lies
in between the successor relation and the usual (linear) order relation,
and a finite number of unary predicates. On the basis of such condi-
tions, we outline a polynomial (in the size of the input strings) algorithm
to compute the “remoteness” of a game and to determine the optimal
strategies/moves for both players.

1 Introduction

Comparison games are mainly used to prove inexpressibility results or to es-
tablish normal forms for logics [TI2I3]. We take a different point of view: given
two (finite) structures, we use comparison games to determine how and where
they differ. Such an approach has a variety of applications in data match-
ing. For instance, it can be exploited in biological sequence comparison, where
left-to-right matches turned out to be inadequate. In [4], Montanari et al. have
considered structures provided with the successor relation s: they define a cri-
terion to measure the degree of similarity of labeled successor structures and
develop an algorithm to compute it. As an alternative, one may think of replac-
ing s with the linear order relation <; however, < does not preserve locality and
thus phenomena such as inversions (some parts may appear in a different order
in homologous sequences) cannot be dealt with. In this paper, we assume a more
general point of view by considering a relation that lies in between s and <. More
precisely, we study first-order Ehrenfeucht-Fraissé games (EF-games for short)
played on structures with a limited ordering <,, called labeled <,-structures,
which is defined as follows: given a pair of positions 7 and j, we have that i <, j
if and only if ¢ < j and j — ¢ < p. Relations s and < can be recovered as special
cases of <, for p equal to 1 and p greater than or equal to the maximum of
the lengths of the two sequences, respectively. From a technical point of view,
suitable abstractions are needed for describing winning strategies for EF-games
on labeled <,-structures, e.g., the distinction between rigid and elastic intervals,
that make the proofs much more involved.

The playground for a comparison game (on strings) is defined by a pair of
strings w,w’. A round consists in a Spoiler’s move followed by a Duplicator’s

* This work is partially supported by the MIUR project FIRB03-RBNE03BSKK.

S. Artemov and A. Nerode (Eds.): LFCS 2009, LNCS 5407, pp. 164 2009.
© Springer-Verlag Berlin Heidelberg 2009
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one (hereafter we will abbreviate Spoiler as I and Duplicator as II). At each
round, I chooses one of the two strings and a position in it; IT replays choosing a
position in the other string. A configuration is a “snapshot” of the playground at
a given stage of the game. We will write (w,w’,i",j") to indicate the configura-
tion where i" (resp., j”) is the tuple of positions already chosen in w (resp. w’).
A game with ¢ rounds on (w,i") and (w’,j") is denoted by G4((w,i"), (w’,j™));
a game that goes on until either I repeats a move (II wins) or the current po-
sition is not a partial isomorphism (I wins) is denoted by G((w,i"), (w’,j™)). In
the following, we will write I(G,) (resp., II(G,)) to state that I (resp., II) has a
winning strategy in ¢ rounds. The remoteness R(9G) of G is the minimum ¢ such
that I(G,) (if such a ¢ does not exist, we assume the remoteness to be infinite).
A move by Iin G is optimal if, whatever II replies, the new game §’' has remote-
ness R(S') < R(§) — 1; similarly, IT’s reply is optimal if R(S") > R(G) — 1 no
matter how I has played. The algorithmic complexity of EF-games has not been
thoroughly investigated. In [5], it is proved that, given two (finite) structures,
determining whether II(G, (2, B)) is PSPACE-complete when the vocabulary con-
tains at least one binary and one ternary relation symbol. Efficient algorithms
for EF-games on specific classes of structures (equivalence relations, trees, unary
relation structures, Boolean algebras, and some natural extensions of them) are
given in [6]. In this paper, we provide a characterization of EF-games on labeled
<p-structures that allows us to answer the following questions in polynomial
time: given (w,i") and (w',j"), what is the remoteness of §((w,i"), (w',j"))?
What are the sets of I's and IT’s optimal moves?

In [4], Montanari et al. propose an algorithm to solve EF-games on labeled
successor structures (LSSs) 2, in O(nlogn) time, where n = || + |B|. The
solution consists in combining a local and a global strategy. More precisely, I1(G,)
iff the game is g-locally safe and q-globally safe. The former property ensures
that corresponding distinguished positions have the same relative positions up
to a threshold distance and that suitable corresponding neighborhoods spell
equal substrings in both words, so that II can correctly play ¢ rounds within
such neighborhoods (local moves). The latter property is based on counting the
multiplicity and the degree of scattering of substrings “falling far away” from
distinguished positions. In the case of <, the global strategy remains essentially
unchanged, while the local strategy is quite different. Let us suppose I's moves
are coerced to be local. We first provide a necessary and sufficient condition
for IT to win games in ¢ rounds on structures devoid of unary predicates (g-
distance safety). Roughly speaking, distinguished positions give rise to “rigid”
and “elastic” intervals. Suppose that I and II play the game G,((w,i"), (w’,j™)).
If T chooses a new position 7,41 inside one of the rigid intervals induced by a
distinguished position iy, € i", then IT must choose a new position j,4+1 such
that jn4+1 — jn = in+1 — @n- If the new position is chosen inside one of the elastic
intervals induced by iy, then IT must reply by choosing a new position inside
the elastic interval induced by j3, but not necessarily at the same distance. This
guarantees g-distance safety. To deal with unary predicates, we introduce an
additional condition (<,-safety for g-colors). The basic ingredient is a recursive
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notion of g-color, which presents some similarities with the one given in [IJ.
<p-safety for g-colors is guaranteed by constraining corresponding positions in
i",j" to have the same g-color. As a matter of fact, for p = 1 the above conditions
are equivalent to those for the successor relation s (as expected), while if p >
max(|w|, |w']), then <, coincides with <. Similarly to the case of LSSs, the global
strategy essentially consists in comparing the multiplicity and the scattering of
r-colors, with 0 < r < g — 1, in the portions of w and w’ that are far away from
i" and j", respectively.

The paper is organized as follows. Section [2] provides some preliminary defini-
tions. Section [3] analyzes the basic case of local games on <,-structures. Section
M takes into consideration local games on labeled <,-structures. Finally, global
games on labeled <,-structures are the subject of Sect.[5l Conclusions provide an
assessment of the achieved results and outline future work directions. Detailed
proofs and additional examples can be found in [7].

2 Basic Definitions

Let (R,n) denote a relation R with arity n and let 7 = {{(R1,n1), ..., (Rk,nk)}
be a finite relational vocabulary. A 7-structure 2 is a tuple consisting of a set
A, called the domain, and an n;-ary relation R#* C A" for each (R;,n;) € 7.
As we already did in the introduction, we denote 7-structures with symbols 2,
B, etc... In the following, we assume that every vocabulary implicitly contains
a symbol = interpreted as equality. Besides, we restrict our attention to finite
structures expanded with constants. A structure 2 with distinguished elements
ai,...,ar € A is denoted by (2,a*). Given a structure % and A’ C A, the
substructure of 2 induced by A’ is the structure with domain A’ whose relations
are the relations of 2 restricted to A’.

Two structures (2, a") and (B, b"), with h, k > 0, are isomorphic, (2, a") =
(‘B,bk) for short, if h = k and there is an isomorphism f between 2l and B
such that f(a;) = b;, for 1 < j < k. A partial isomorphism between (2, a")
and (B,b*), with k& > 0, is an isomorphism of the substructures of 2 and
B induced by a* and b*, respectively. Since we are interested in structures
associated with strings, we give further definitions for this special case. Let
2 be a fixed alphabet, w € X*, and p > 1. A labeled <,-structure is a pair
(w,i"), where w = ({1,..., |w|}, <p, (Pa)acx), with i <, j if and only if 0 <
j—1i <p, foralije{l,... |w} and i € P, if and only if w[i] = a for
all ¢ € {1,...,|wl|}, and i" are distinguished positions i1,...,i, € {1,..., |w|}.
Moreover, given 4,j € {1,...,|w|}, the distance 6(i,j) between w[i] and wlj]
is | — j|. The k-distance 6;(i,7) : N x N — N U {oo} is a “truncated” distance
defined as follows: 6x(i,5) = 6(4,4) if 6(4,7) < k, 6k(i,j) = oo otherwise.

3 Local Games on <, Structures

In this section we consider the simplified case of local games on strings devoid
of unary predicates. We provide necessary and sufficient conditions for II(G,),
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for any given ¢q. The first concept we introduce is the one of pstep, which can
be used to measure the “signed distance” between two elements in terms of the
number of intervals of length p separating them.

Definition 1. Let i,j,k,p € N, with i,7,p > 0 and k > p. We define the func-

(p) (i,

tion pstepy, j) as follows:

0 ifi=j
o P67 if §,(i,5) < oo and i < j
pstepy” (i, j) = Soi) | p e i s D
=71 if 6k(i, j) < oo and i > j

oo if bk(i,j) =

The next definition expresses pstep-safety of configurations (in the k-horizon).
Condition (1) refers to internal positions, while conditions (2) and (3) deal with
positions belonging to the prefix and the suffix, respectively.

Definition 2. Let p,k € N, with k > p. A configuration (w,w’,i",3") is pstep-
safe in the k-horizon if the following conditions hold:

1. pstep(p)(zr7 is) = pstep,(c )(jr,jg) Vr,s € {1...n};

2. pstep P) NORSES pstep( o(0,5-) Vre{l...n};

3. pstep,(vfp(zr, |w| + 1) :pstep,(gfp(]r, |w'| + 1) Vre{l...n}.
Local moves are defined on the basis of pstep-regions.

Definition 3. Let ¢ > 0, w € X*, and let i* be a set of positions in w. The
pstep-region PstepTegq(w i") is the set {j|6(0,7) < p- (2771 =1)Vv 8(j, |w|+1) <
p- (27 =1)V Ir(1 <r<nAb(i,j) <p-2971).

Definition 4. Let (w,w’,4",5") be a configuration and let ¢ > 0 be the number
of remaining moves. A move is local if it is played within Pstepregh(w,i") or
Pstepregh(w', 5*).

Lemma [I] generalizes the condition of local safety for LSSs [4] by substituting
intervals of length p for single positions. If two positions in a string are sufficiently
close to each other, the corresponding positions in the other string must be at
the same “pstep distance”. In the following example, we provide a configuration
which is not pstep-safe in the (p-23)-horizon. Moreover, we outline a strategy I
can adopt to win in 3 rounds.

Ezample 1. Consider the configuration in Fig. [l It is immediate to verify that
is not pstep-safe in the (p - 23)-horizon. We show a strategy I can adopt to win
in 3 rounds.

(a) ¢=3: pstep( )(21, i9) = 7 and pstepép) (j1,J2) = 8. Hence, the configuration

is not pstep-safe in the (p - 2%)-horizon and thus I(G3((w,i?), (w’,j*))). An
optimal move for I is to choose i3 = i1 + L;J -p =141 + 3p in w. An optimal
reply from IT is to choose j3 = j1 + 3p in w’.
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Fig. 1. pstep-safety
qg=2: pstepg;) (i3,12) = 4 and pstepg,) (j3,j2) = co. Again, the configuration
is not pstep-safe in the (p - 22)-horizon and thus I(Go((w,i%), (w’,j*))). If T
.choo/ses 14 =13+ g -p =13+ 2p in w, II can reply by choosing j4 = js3 + 2p
m w .

(b)

(c) g=1: pstepg;,)(u, iz) = 2 and pstepg’;) (ja, jo) = co. Once more, the configu-

ration is not pstep-safe in the (p-2")-horizon and thus I(G; ((w,i*), (w',j*))).
If I chooses i5 = 4 + p in w, it holds that iy <, 5 and i5 <, i2. Hence, I1
is not able to find an element js such that j, <, js and js <, jo.

(d) g = 0: whatever IT’'s move at the previous round has been, I is the winner.

Lemma 1. Let w,w’ € X*. If (w,w',3",5") is not pstep-safe in the (p - 29)-
horizon, then I(G4((w, "), (w',5"))).

The next lemma shows that if two positions in a string are sufficiently close to
each other, that is, at a distance less than or equal to 2¢ — 1, the corresponding
positions in the other string must exactly at the same distance (as a matter of
fact, such a property holds for < as well).

As a preliminary step, for every k > 0, we introduce a function ¥ that
computes the truncated signed distance between two positions.
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Definition 5. Let i,j,k € N, with i,j,k > 0. We define the function 9x(i,j) as
follows:
(=g ifbr(i,g) < oo
Ui(i7) = { oo otherwise.
Definition 6. A configuration (w,w’,d",5") is ¥-safe in the k-horizon if the
following conditions hold:

1. 9y (ir,is) = 9%(Jr, js) Vr,s € {1...n};
2. ﬁk(o,ir) = ﬂk(O,jr) Vr e {1 .. .n};
3. Ok (ip, |Jw| + 1) = 9 (Jr, |0'| + 1) Vr € {1...n}.

Lemma 2. Let w,w' € X* and q > 0. If (w,w’,7",5") is not ¥-safe in the
(29 — 1)-horizon, then I(G,((w, "), (w',5"))).

Observe that if we replace <, with s, that is, if we take p = 1, Lemmal[2 becomes
a special case of Lemma [Tl

Lemma [[]and Lemma 2l basically capture the features that <, has in common
with s and <, respectively. However, <, cannot simply be viewed as the compo-
sition of s and <. The distinctive features of <, that differentiate it from s and
<, are captured by the following definition and will be taken into consideration
by Theorem [II

Let us now introduce the key notions of “rigid” and “elastic” intervals induced
by the set of positions i" (resp., j™).

Definition 7. Let ¢ > 1 and ¢ € N. The Oth g-rigid interval induced by position
i is the closed interval pgjq(i) = poq(1) = [i—ab,i+ad], where a) = 2971 —1. The
kth right (resp., left) g-rigid interval induced by position i, with 0 < k < 2972,
is the interval p;q(i) = (c—ag,c+ag] (resp., py (i) = [e — aj,c+ ag)) where
c=i+kp (resp., c = i—kp) and o = 1+Z§;§71(2j—1) =20"1_22"1 4241,
where z = [logy k| + 1. The kth right (resp., left) g-elastic interval induced by
position ¢ is the interval between the (k — 1)th and the kth q-rigid right (resp.,
left) interval.

It is worth noting that elastic intervals come into play only when p is large
enough with respect to g. More precisely, in a game G, for all 1 < k < 2972, the
kth (right or left) g-elastic interval induced by any position in i" is not empty if
(and only if) p > af +af — 1, where z = [logy(k—1)] +1 for k > 1 and z = 0 for
k=1, and z = [log, k] + 1. In Fig. Bl we show the right 5-rigid (resp., 5-elastic)
intervals induced by 4, which are represented in black (resp., gray).

The role of rigid and elastic intervals in the evolution of a game is expressed
by Theorem [0l It can be intuitively explained as follows. Consider a game
Gq((w,i™), (w',j™)), with ¢ > 1. If T chooses a new position i,1 inside a rigid
interval induced by the position i, € i", that is, if |i,41 —i.| € (kp—af, kp+ ;]
for a suitable k, then IT must choose a new position j,+1 such that j,+1 —j, =
int+1— 4. If I chooses a new position i,,41 inside an elastic interval induced by i,
then IT must reply by choosing a new position inside the corresponding elastic
interval induced by j,-, but not necessarily at the same distance.
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Fig. 2. Rigid and elastic intervals (¢ = 5; 2772 = 8)

Definition 8. Let ¢ > 0. A configuration (w,w’,3",5") is p-int-safe in the k-
horizon if the following conditions hold:

1. Vr,s € {1,...,n}, with r < s, if there exists 0 < h < 2F~1 such that i, €
p;;k.u(ir) or js € P?{,kﬂ(jr), then iy — iy = js — Jr;

2. Vr € {1,...,n}, if there exists 0 < h < 2¥=1 such that 6(0,4,) € [hp+1, hp+
ajyq] or 6(0,4,) € [hp+1,hp + af ], where z = [logg h] + 1 for h >0 and
2 =0 for h =0, then 6(0,i,) = 6(0,j,);

3. Vr € {1,...,n}, if there exists 0 < h < 281 such that 6(i,|w| + 1) €
[hp+1, hp+ai ] or 6(jr, |w'[4+1) € [hp+1, hp+aj ], where z = [logy h]41
for h >0 and z =0 for h =0, then 6(i,, |w| + 1) = 6(j,, |w'| + 1).

Lemma 3. Let w,w’ € X*. If (w,w’,4",5") is p-int-safe in the g-horizon, with
q > 0, then it is ¥-safe in the (29 — 1)-horizon.

Lemma 4. Let w,w’ € X* and q > 0. If (w,w’,7",5") is not p-int-safe in the
g-horizon, then I(G,((w, "), (w',5))).

Proof. The proof is by induction on gq.
Base case: ¢ = 1. We distinguish three sets of cases:

1. (a) 3r,s such that 6(i,,i5) = 1, but 6(jr,js) # 1 (or 6(ir,is) # 1, but

6(jraj5) = 1)'
(b) 3r,s such that 6(ir,is) = p, but 6(jr,js) # p (or 6(ir,is) # p, but
6(j’r7js) :p)

(¢) 3r, s such that §(iy,is) = p+ 1, but 6(jr, js) #p+1 (or 8(ir,is) # p+1,
but 6(jr,js) =p+1).
2. (a) 3r such that §(0,4,.) = 1, but 6(0,5,.) # 1 (or §(0,i,) # 1, but 6(0,j,) =
1).
(b) 3r such that §(0,4,) = p+ 1, but 6(0,4.) #p+1 (or 6§(0,i,) # p+ 1,
but 6(0,j,.) =p+1).
3. (a) Jrsuch that §(ir, |w|+1) =1, but 6(jy, |w'|+1) # 1 (or 8(ir, |w|+1) # 1,
but 6(j,, |w'| +1) =1).
(b) 3r such that 6(ip, |w| + 1) = p+ 1, but 6(j,, |w'|+1) # p+1 (or
iz, ] + 1) # p+ 1, but (G, [wf] + 1) = p+ 1),

We provide the details for the first set of cases; the others are similar and thus
omitted.
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(a) The configuration is not ¥-safe in the (2' — 1)-horizon and thus, by Lemma
B 1Sy (w,i"), (w',§"))).

(b) If 6(jr,7s) > p, then the configuration is not a partial isomorphism. Hence,
we restricted our attention to the case in which 6(j,,js) < p. Furthermore, we
assume that 4, — is and j,. — js have the same sign (if this is not the case, the
configuration is not pstep-safe in the (p-2°)-horizon, and thus it is not a partial
isomorphism). Without loss of generality, let i, < is and j,. < js. An optimal
move for I is to choose j,4+1 = js —p. If IT chooses ip 41 < i, then ig —in41 > p;
if IT chooses ip41 > i, then j,41 < jr but i,41 > @,.

(c) If 6(4r,7s) < p, the configuration is not a partial isomorphism. Hence, let
6(jryjs) > p + 1. Furthermore, let i, — i5 and j, — js have the same sign. With-
out loss of generality, let i, < is and j. < js. An optimal move for I is to
choose jnt+1 = jr + p + 1(< js). If II replies with 4,41 > s, the configuration
is not a partial isomorphism; if IT replies with i,41 < is, then 6(ip,iny1) < p
while 6(jr, jn+1) = p+1 and thus the configuration is not a partial isomorphism.

Inductive step: q¢ > 1. As in the base case, we distinguish three sets of cases:

1. (a) Ir,s € {1,.. n} such that 6(i,,is) < 27 —1 or 6(j,,js) < 29 —1 but
Z.r _is 75.]7" s
(b) Ir,s € {1,...,n}, 31 < k < 297! such that i € p',:)qﬂ(iT) or js €
Pk q+1(3r) bUt ip = is # Jr — Js-
2. (a) 3r € {1,...,n} such that 6(0,4,) < 29 —1 or 6(0,j,) < 27— 1, but
6(0,ir) # 6(0 Jr)-
(b) Ire{1,...,n}, 31 < k < 297" such that §(0,i,) € [kp+1,kp+aj, ] or
6(0,jr) € [kp+1, kp+af 1], where z = [logy k[+1, but 6(0, i) # 6(0, jr).
3. (a) Ir € {1,...,n} such that §(i,, |w|+1) < 27—1 or 6(j,, |w'|+1) < 27—-1,
but 6(ir, lw| + 1) # 6(j,, Jw'| + 1).
(b) Ir € {1,...,n}, 31 < k < 2971 such that 6(i,, |w| + 1) € [kp+ 1,kp +
a; 1] or 6(jr, [w'[+1) € [kp+1,kp+ 4], where z = [log, k| + 1, but
6 (i, [w| + 1) # 6(jir, [w'] +1).

As in the base case, we provide the details for the first set of cases; the others
are similar and thus omitted.

(a) Since the configuration is not ¥-safe in the (29 — 1)-horizon, by Lemma
L(S1 ((w, i), (w', j*)))-

(b) Let us suppose that i, € p;qﬂ(ir). We partition the rigid interval p;qﬂ(z’r)
into five parts and we follow a different strategy for each of them. Let ¢ be the
center of pzq+1(ir) and let a7, |, where z = [log k] + 1, be its radius. Without
loss of generality, we assume that i, < i; and j, < js. From left to right, the five
subintervals of p; q+1(ir) We are going to consider are the following:

. (e— q+1,c—2‘1_1]
Cle—271 41, (]

. (eye+ 2‘1 L—1]
ce+207 N e+ azy )
c+ i (the right endpoint of quH(ir))

Ot = W
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Strategy 1: Let 6(iy, i) = kp—s, with s € [297', a7, ), where z = [log, k] +1,
and let 6(i,,is) > 6(jr, js) > kp— (p+1) (if the last condition is not satisfied,
pstep-safety is violated and the thesis immediately follows). I chooses j,+1 =

— (2471 —1). If IT replies with i, 11 # i,.— (2971 —1), the configuration is not
¥-safe in the 29~ '-horizon, then I(G,_1((w,i" ™), (w’,j"))). If II replies
with ip1 =i, — (2971 = 1), then (kp >)6(int1,is) = kp — s+ (2971 = 1) >
kp—ai, +14 (2971 —1) = kp—a + 1. From 6(iny1,7s) > 6(jnr1,ds)
it follows that the configuration is not p-int-safe in the (¢ — 1)-horizon and
thus T(Gg—1 ((w, i"H), (w',j"71))).

Strategy 2: Let 6(i,,is) = kp — s, with s € 0,297 — 1], and let §(i,,is) >
6(jrygs) = kp — (p + 1). I chooses jp+1 = js — kp. If II replies with
Iptl = is—kp, then 0 < 6(in+1, ir) < 2¢=1_1 and 6(jn+1,jr) > 6(in+1, ir). It
immediately follows that the configuration is not 9¥-safe in the 29~ !-horizon
and thus I(G,_ 1 ((w,i"), (w',j*))). If II replies with 4,.; such that
6(in+41,4r) = 0(jn+1,Jr), then pStepp,Qq—l(in+1,is) # pStepp-Qq—l(jn+17jS)'
As a consequence, the configuration is not pstep-safe in the (p-29~-1)-horizon
and thus I(Gg—1((w,i"™), (', j*F1))).

Strategy 3: Let 6(ir,is) = kp + s, with s € (0,2971 — 1], and let §(i,,is) <
6(jryds) < (kK + 1)p. I chooses int1 = is — kp. If II replies with j,+1 =
Js — kp, then 0 < 8(ip,ine1) < 2971 — 1. From 8(jp, jnt1) > 6(ir,ini1),
it follows that the configuration is not ¥-safe in the 29~ '-horizon and thus

T(Gy—1((w,i""h), (w’,j™))). If II replies with j,; ;1 such that §(i,,in41) =
6(.]T7.]7L+1) then pSteprq*l(in-ﬁ-lais) 7& pSteprq*l(jn-i-lajS)' As a conse-
quence, the configuration is not pstep-safe in the (p-29~1)-horizon and thus

L(Gg—1((w, i), (', j™*1))).

Strategy 4: Let 6(ir,is) = kp+s, with s € [2971, o), where z = [logy k] +1,
and let 6(iy,i5) < 6(jr,js) < (k+ 1)p. I chooses 4,1 = i, +2971 — 1. If II
replies with j,4+1 # j,+ 2971 — 1, the configuration is not J-safe in the 297 1-
horizon and thus I(G4—1 ((w, 1"“), (w',j™))). If 1T replies with j, 1 = j,+
29711, then (kp <)8(int1,is) = kp+s—(2971-1) < kp+aé+1—(2q*1—1) =
kp + ozg. From 6(in41,1s) < 6(Jnt1,Js), it follows that the configuration is
not p-int-safe in the (g — 1)-horizon and thus 1(G,_1 ((w,i" ™), (w',j**1))).

Strategy 5: Let 6(ir,is) = kp+aj, ;, where z = [log, k] +1, and let 6(i,, is) <
6(jryds) < (k4 1)p. I chooses jnr1 = jr + [k/2]p + afll, where 2/ =
[logy[k/2]] + 1. By definition, j,4+1 € p?_k/Q],q(jT)' If II replies with i,41 #
it fk/ﬂp—l—a;/, the configuration is not p-int-safe in the (¢—1)-horizon and
thus 1(G,—1 ((w, "), (w’,j"))). If I replies with i, 41 = i, + fk/ﬂp—l—agl,
it is possible to show that i, 11 € pfk/%q(is). From 6(in41,%s) # 0(Jn+1,7s)s
it follows that the configuration is not p-int-safe in the (¢ — 1)-horizon and
thus T(G 1 ((w, i), (', ")),

Definition 9. A configuration (w,w’, ", ") is g-distance-safe if it is pstep-safe
in the (p - 29)-horizon and, if ¢ > 0, it is p-int-safe in the g-horizon.

The next theorem takes advantage of previous lemmas to provide a necessary
condition for IT to win.
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Theorem 1. [Necessary condition for IT to win/
Letw,w' € X*. If (w,w', 3", §") is not g-distance-safe, then I(G,((w, i), (v, 57))).

Proof. If (w,w’,i",j") is not pstep-safe in the (p - 29)-horizon, then, by Lemma
M I(Sy((w,i"), (w',j™))); if ¢ > 0 and (w,w’,i",j") is not p-int-safe in the
g-horizon, then, by Lemma l I(G,((w,i"), (v, j™))).

The next theorem states that g-distance-safety is also a sufficient condition for
IT to win (in the restricted setting we are considering, where only local moves
are allowed).

Theorem 2. [Sufficient condition for II to win]
Let w,w' € X*. If (w,w’, ", ") is q-distance-safe, then II(G,((w, "), (w',5"))).

4 Local Games on Labeled <, Structures

In this section, we consider the effects of adding unary predicates, that is, of
associating a label with each string position, to the local games studied in the
previous section. To this end, we introduce the notions of g-color of a position
and of g-color of an interval, which gives a recursive characterization of the labels
occurring in a suitable neighborhood of the position.

Definition 10. Let i,j,p € N, with i,j,p > 1. We define p—int;'(i) =[i+(G-
Dp+ 1,1+ jp] and p-int; (i) = [i — jp,i— (j — 1)p — 1].

In the following definition, the g-color of positions is defined in terms of the
(¢ — 1)-color of intervals, which in its turn is defined in terms of the (¢ — 1)-
color of positions. Moreover, we distinguish between the g-color of an internal
interval and the g-color of prefix and suffix intervals. Finally, to keep definitions
as simple as possible, we assume all (fictitious) positions before position 1 and
after position |w| to be labeled by the special symbol $.

Definition 11. Let w € X*, q,p € N, with p > 1, and ¢ € Z. The g-color of
position ¢ in w, denoted by g-col,, (i), is inductively defined as follows:

— the O-color of i in w is the label w[i] for i € {1...|w|} and $ otherwise;

— the (q+1)-color of i in w is the ordered tuple o% - o wli|T’ ... 73y where
for all 1 < j <29, 7/ is the g-color of p—intj'(i) and o is the g-color of
p-int; (i).

The q-color of the jth right (resp., left) interval [a,b] = p—int;'(i) (resp.,
p-int; (i)) induced by i, abbreviated g-col-right-intJ (a, b) (resp., g-col-left-int? (a,
b)), with 1 < j < 29, is the ordered tuple g’ ...t {5, -ty Ho—yot1. .-
ty (resp, ty ot 1t oty o1 - 1)), where for alla < k < b,
¥ =g-coly, (k) and

a;iq fqg#F0andj—1< 2071 where z = [logy(j — 1)] + 1 for j > 1
1 =< and z=0 forj=1,

0 ifq=0orj—1>21"1,
Yo = @iy —1 if q#0 and j <2971, where z = [logy j] + 1

0 ifq=0 orj>21"1
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For q > 0, the g-color of the jth prefix (resp., suffiz) interval [a,b] = p—imfj+ (0)
(resp., p-int; (|w| + 1)), abbreviated g-col-prefi (a,b) (resp., g-col-suff’ (a,b)),
with 1 < j <27—1, ¢ >0, is the ordered tuple tg’ ...ty _1{tg ., - tp} (resp.,

{tw... i”fvl}tl‘,{%“ ...tp), where Va < i < b, t¥ =q-col, (i) and

@iy ifq#0 andj—1 <2971 where z = [logy(j —1)] + 1 for j > 1
vy =1 and z=0 forj=1,
0  ifj—1>211,

The next definition introduces the notion of <,-safety for g-colors.

Definition 12. Let w,w’ € X* and p,n,q € N, with p > 0. A configuration
(w,w', 7", 7") is <p-safe for g-colors if the following conditions hold:

- Vre{l,...,n}, g-coly(ir) =g-coly (jr);

—V1<j<207t — 1, withq>1, (q— 1)—col-preﬂ(p—intj(0)) = (q —1)-col-
pref,,, (p-int} (0));

—V1<j<207t — 1, withg>1, (q— 1)-col—suﬁ%(p—int;(|w| +1)=(g-1)-
col—suﬂ,(p—int}(\wﬂ +1)).

Ezample 2. In Figs. Bl and M we show two configurations which are not <,-safe
for 2-colors. Moreover, for each of them, we outline a strategy I can adopt to
win in 2 rounds.

As for Fig. Bl a condition relative to the prefix of an interval is violated. We
have that 2-col¥(i1) = o¥o%wliy |77 and 2-col¥’ (j1) = o o' w' [jy| 7 72" . I
we consider only the portions of w and w’ on the right of 4; and j;, we have that
= ~a{a,b}{.b{a,b}}, 7" = ... . .a{a,b}{.b{a,b}}, ¥ = ... ..a{a,D}{...},
and 73 = ....b{a,b}{...}. Since l-coly(i1 +p + 1) # 1-colw (j1 +p + 1),
it holds that 2-coly(i1) # 2-colys(j1). Then I(Go((w,i'), (w’,j"))). An optimal
move for I is to choose i3 = i1 + p + 1 in w. IT must choose a position within
[j1+p+1,...,j1+2p] in w’ labeled by a. Let us suppose II chooses jo = j1+p+2.
The new configuration is not p-int-safe in the 1-horizon. If I chooses j3 = j1 +1,
it holds that j3 £, jo. Hence, II is not able to find a position ¢3 in w such that
i3 > 11 and i3 fp 9.

iz(la)
u:a|abbbbbbbbb|abaaaaaaaa|

¥| 1 2 3 4 5 6 7 8 0 ID| 1 2 3 45 6 7 8 0 10|
| Y
iﬁ(f” ja(la)

w’ ;| a b b b b B b b b oa | b a a a a a a a a a|
;f1| 1 2 3 4 5 6 7 8 0 ].D| 1 2 3 456 7 8 0 lD|

Fig. 3. Safety for g-colors (¢ = 2, X' = {a, b}, p = 10)
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Fig. 4. Safety for g-colors (¢ = 2, X' = {a, b}, p = 10)

As for Fig. @ a condition relative to the interior of an interval is violated. We
have that 2-col¥(i1) = oo wliy| 77 and 2-coly’ (1) = o o' w'[j1 ] 72" If
we consider only the portions/ of w and w’ on the right of ¢; and j;, we have that
™ =... ..b{a}{..a/{a, b, v =....b{a}{..a{a,b}}, T = ... ..g{a, b}H..b{a,b},
.af{a,b}}, and 7 = ....a{a,b}{..b{a,b}}. Since 7% # 7% (in particular,
{bt{a,b}, a{a,b}} # {b{a,b}}), it holds that 2-col,(i1) # 2-coly (j1). Then
I(S2((w,i'), (w’,j"))). An optimal move for I is to choose is = iy + p + 4,
where w[iy + p+4] = a. IT must choose a position within [j; +p+1,..., 71 + 2p]
labeled by a. He can only choose jo = j1 + p + 1. The new configuration is not
p-int-safe in the 1-horizon. If I chooses i3 = i1 + p + 1, it holds that i; £, is.
Hence, IT is not able to find a position js in w’ such that j; < j3 < jo and
J1 %p Js-

The following theorem provides a necessary condition for IT to win a local game
on labeled <, structures.

Theorem 3. [Necessary condition for IT to win]
Let w,w" € X*, and p,q € N, with p > 1. If (w,w', 7", §*) is not <p-safe for
g-colors, then I(Gq((w, "), (W', 5"))).

The next theorem gives a sufficient condition for IT to win a local game on
labeled <, structures. It pairs the condition of ¢-distance-safety (Theorem [2))
with that of <,-safety for g-colors.

Definition 13. A configuration (w,w’, 1", §") is ¢-locally-safe if it is ¢-distance-
safe in the (p - 29)-horizon and <,-safe for q-colors.

Theorem 4. [Sufficient condition for II to win]
Let w,w' € X*, and p,q € N, withp > 1. If (w,w’, ", §°) is q-locally-safe, then
II(Sq((w, "), (w', 5°))).

To summarize, we have that g-local safety and <,-safety for g-colors are neces-
sary and sufficient conditions for IT to have a winning strategy in ¢ rounds when
I’s moves are coerced to be local.

We conclude the section by showing that it is possible to check in polynomial
time whether the g-colors of two positions in the two strings are equal or not.
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q-col wli]

(g-1)-col wit — Slwlt — 8 — 1] wli + 8 — 1] wit 48]

FATAN

A YN N ¥
(g-2)-col
1_}301 wit — ] wi — ¢ — 1] wli 4 9] wli oy —1]
LELLYY
O-col w 1] wli] wlwi]

Fig. 5. The proposed representation of g-col.,(7)

We take advantage of a suitable representation of g-colors, which is graphically
depicted in Fig. Bl The x-axis refers to string positions, while the y-axis refers
to g-colors. The g-color of a position i is represented by the label w[i] plus a set
of pointers (arrows) to the relevant (¢ — 1)-colors, that is, to the (¢ — 1)-colors of
positions i —§,...,i—1,i+1,...,i+ 8, with § = p-29~1. Labeled positions and
pointers give rise to a directed layered graph. The number of nodes and edges of
such a graph can be computed as follows. Let |w| = n. For 0 < k < ¢, the number
of nodes of the graph at level k equals the number of k-colors to be computed,
that is, 2-p-2f;,€1 2! = O(n). Thus, the total number of nodes is O(n-q). As far as
the number of edges is concerned, for 1 < k < g, at level k the number of outgoing
edgesis (2-p Y- 20 - (2-p-251) = O(n?). Hence, the total number of edges
is O(n? - q). We partition the set of edges in two classes: continuous edges, that
point to colors that must occur at the same position within the corresponding
p-intervals (of the two strings) and dashed edges, that point to colors whose
position within the corresponding p-intervals (of the two strings) is irrelevant.
To compare the g-colors of two given positions (in the two strings), we build
the corresponding graphs and we visit them in a bottom-up fashion, that is, we
start from nodes representing 0-colors and we move upwards level-by-level. For
both graphs, we compute, at each level k, with 0 < k < ¢, a table that, for every
k-color, keeps track of the its occurrences in the other graph. More precisely, for
each position 1 < ¢ < 2-p- Z?:_kl 2!, we compute all the occurrences of k-col(i) in
the other graph. As a matter of fact, it suffices to search for the occurrences of
k-col(i) in the interval [i — (¢—k) - (p—1),...,i+ (g —k) - (p— 1)]. Moreover, to
build the table at level k, we only need to look at the table at level kK — 1. Hence,
once the former has been computed, the latter can be deleted. The table at level
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0 can be easily computed by looking for the occurrences of each 0-color in the
other string. To build the table at level k, with 0 < k < ¢, we need to compare
k-colors in the two graphs. More precisely, for every position we must check the
presence of every (k — 1)-color it points to in the corresponding p-interval of the
other string. In fact, if a (k—1)-color is reached by a continuous arrow, it suffices
to check whether it occurs exactly at the same position within the corresponding
p-interval (in the other string). This can be done by accessing the table at level
k — 1. Once the first “k-comparison” has been done, the following ones can
exploit the outcomes of the “(k — 1)-searches” already performed, because the
computation of the k-colors of two neighbor positions requires the computation
of the (k—1)-colors of two portions of the string which only differ for a 1-position
shift.

The resulting algorithm has the following complexity. To build the table at
level k, we compare each of the O(n) k-colors of a string with each of the O(n) k-
colors in the other string. The comparison of two k-colors takes time O(p?2*)(=
O(p®n)), because it requires to take into consideration p2* positions, that is,
entries of the table at level k-1, and to scan (part of) their occurrence list of
length O(p). Thus, the table at level k can be built in time O(p?n?). Since we
need to build ¢-1 tables, the overall time complexity is O(p?n3q). Given that ¢ is
logarithmic in 7 (it is not difficult to show that if I has a winning strategy, then
he has a winning strategy in O(logn) rounds), the complexity of the algorithm
is O(p?n3logn), which is polynomial in the length of the strings.

5 Global Games on Labeled <, Structures

In this section, we consider the general case, where we do not constrain I’s moves
to be local. The solution consists in combining a local and a global strategy. The
global strategy essentially requires to compare the multiplicity and scattering of
r-colors 7 in the portions of w and w’ that are far away from already selected
positions.

Definition 14. Let q,p € N1, " be a set of positions in w and T be a (q — 1)-
color. The (q,p)-free-multiplicity of 7 in w, abbreviated pEZ’Z) )(T), is the num-

ber of occurrences of T in w which fall in Freeb(w,i"), where Freeb(w,i") =
{1,..., [w[}\ Pstepregh(w,").

Definition 15. Let P C N be a finite set. A k-blurred partition P of P is a
partition of P such that (i) for each A € P and for each a,b € A, 6(a,b) <k,
and (ii) there is not a partition P’ satisfying (i) such that |P| > |P'|. The number
of classes of P is called k-blurring.

Definition 16. Let q,p € Nt 4" be a set of positions m w and T be a (q—1)-
color. The (q,p)-free-scattering of 7 in w, abbreviated a(q p;)( ), is the (p29)-
blurring of {i| (¢ — 1)-color, (i) = 7 Ni € Freeb(w,i")}, where Freeh(w,d") =
{1,..., Jw[}\ Pstepregh(w,").
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Let Agzif;g) = {r | 7isa (g-1)-color,q > 0, and O'(u” )( ) # o'(qp"] )(T) Vi

pE;";;l)(T) =+ pE;Up (1)} be the set of words that I can exploit to win. The
next theorem provides a necessary condition for IT to win.

Theorem 5. Let ¢,p,n € N, with ¢,p > 0, and let (w w , 1,7 be a configura-
tion. If there exists a g — 1-color T such that T € A then

I(gq—‘,—mln{a(w’l )( )7 (7” J")( )}(( ) ( w, )))

71 )’

A (necessary and) sufficient condition for II to win is given by the following
theorem.

Theorem 6. [Main Theorem]
Let w,w' € X* and p,q € N, with p > 1. II(G,((w, "), (W', 3"))) if and only if
the following conditions hold:

1. (w,w', 4", §") is g-locally-safe;
2. for all (r — 1)-color T € AEZ}?

ng’p’)] )(T) >q-—r.

with 1 < r < gq, U(?U’in)(T) > q—r and

)’ (i,p)

Condition 2. means that I cannot detect any difference in g rounds if the scatter-
ing of the (r—1)-colors that have different multiplicity or scattering in (w,i") and
(w’,j™) is sufficiently high in both structures, where the thresholds depend on
the size of the (r —1)-colors (higher thresholds for smaller (r—1)-colors). The re-

moteness of G is thus r+min(a§wz’,i)n) a((;u;)’)jn
(w,i™) (w',j"))

as follows: given a suitable 7 € A(w,‘ i)y I can first choose mln(a( » %)
occurrences of 7 and then play a local move; after that, it is guaranteed that
the reached position is not (r — 1)-locally safe, so I can win the game by playing
r — 1 other local moves.

To compute the remoteness of two strings w and w’, we can thus proceed as
follows. Let n = min{|w|, |w’|}. As we already pointed out, this gives an upper
bound m = logn to the value of remoteness (unless the two strings coincide).
Hence, for i = 1,...,m, we search for an (i — 1)-color with a different scattering
or multiplicity in w and w’ (if any). As a preliminary step, we construct a layered
graph that represents the (m — 1)-color of all the positions of the string w. Then,
we repeat the same construction for the string w’. Both the resulting graphs
consists of O(nlogn) nodes and O(n?logn) edges. Next, for i = 1,..., |w| and
k=0,...,m—1, we build a table that keeps track of the occurrences of the k-
color of position ¢ in w and w’ (in fact, we must also deal with the k-colors of the
fictitious positions preceding position 1 and following position |w|; however, the
treatment of such cases does not affect the complexity of the building procedure).
Then, we repeat the same construction for w’. Both constructions take time
O(p*n®logn). The resulting tables can then be exploited to compute multiplicity
and scattering of each k-color in time O(n). This last step globally takes time
O(n?logn). The overall complexity of the computation is thus O(p*n®logn).

)) and it can be intuitively explained
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6 Conclusions

In this paper, we analyzed EF-games on labeled <, structures. The <, relation
features a mix of the characteristics of the successor relation s and the linear
order relation <. From s, it borrows the condition of pstep-safety (such a con-
dition is trivially satisfied in the case of <). Moreover, it shares the condition
of #-safety with < (in the case of s, such a condition immediately follows from
pstep-safety). In addition, it features some distinctive characteristics, such as the
partition of the neighborhoods of selected positions in rigid and elastic intervals.

The paper identified necessary and sufficient winning conditions for I and IT,
that allow one to compute the remoteness of a game and optimal strategies for
both players. Moreover, it provides a polynomial algorithm for the crucial step
in the computation of the remoteness, namely, checking whether the g-colors of
two distinct positions are equal.

We are currently comparing the values of the remoteness of real biological
sequences (in particular, DNA sequences of the plasmodium parasites), as well
as of artificial sequences, for different values of the parameter p. We are also
studying the case in which, instead of fixing the value of p in advance, we make
p a function of the size of the input sequences, e.g., a logarithmic function.
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In particular, they all allow to express reachability, but at the same time, they
have the advantage of being decidable on trees.

As XML documents are tree-structured data, our results are particularly rel-
evant to XML query languages. Query languages are logical languages used to
make queries into database and information systems. In (19) and (&), MSO and
FO(TC!) have been proposed as a yardstick of expressivity on trees for these
languages. It is known that FO(LFP!) has the same expressive power as MSO
on trees, but the translations between the two are non-trivial, and hence it is
not clear whether an axiomatization for one language can be obtained from an
axiomatization for the other language in any straightforward way.

In applications to computational linguistics, finite trees are used to represent
the grammatical structure of natural language sentences. In the context of model
theoretic syntaz, Rogers advocates in (L7) the use of MSO in order to characterize
derivation trees of context free grammars. Kepser also argues in (11) that MSO
should be used in order to query treebanks. A treebank is a text corpus in which
each sentence has been annotated with its syntactic structure (represented as a
tree structure). In (12) and (20) Kepser and Tiede propose to consider various
transitive closure logics, among which FO(TC!), arguing that they constitute
very natural formalisms from the logical point of view, allowing concise and
intuitive phrasing of parse tree properties.

The remainder of the paper is organized as follows: in Section [I] we present
the concept of finite tree and the logics we are interested in together with their
standard interpretation. Section [2] merely states our three axiomatizations. In
Section [B] we introduce non standard semantics called Henkin semantics, for
which our axiomatizations are easily seen to be complete. Section Ml introduces
operations on Henkin structures: substructure formation and a general operation
of Henkin structures combination. We obtain Feferman-Vaught theorems for this
operation by means of Ehrenfeucht-Fraissé games. In Section B, we prove real
completeness (that is, on the restricted class of finite trees). For that purpose,
we consider substructures of trees that we call forests and use the general op-
eration discussed in Section [] to combine a set of forests into one new forest.
Our Feferman-Vaught theorems apply to such constructions and we use them in
our main proof of completeness, showing that no formula of our language can
distinguish Henkin models of our axioms from real finite trees. We also point
out that every standard model of our axioms actually is a finite tree.

1 Preliminaries

1.1 Finite Trees

A tree is a partially ordered set such that the set of predecessors of any element
(or node) is well-ordered (a set is well-ordered if all its non-empty subsets have
a least element) and there is a unique smallest element called the root. We are
interested in finite node-labeled sibling-ordered trees: finite trees in which the
children of each node are linearly ordered. Also, the nodes can be labeled by
unary predicates. We will call these structures finite trees for short.



182 A. Gheerbrant and B. ten Cate

Definition 1 (Finite tree). Assume a fized finite set of unary predicate sym-
bols {P1,...,P,}. By a finite tree, we mean a finite structure M = (M, <, <
,P1,...,Py), where (M,<) is a tree (with < the descendant relation) and <
linearly orders the children of each node.

1.2 Three Extensions of First-Order Logic

In this section, we introduce three extensions of FO: MSO, FO(TC!) and
FO(LFP!). In the remaining of the paper (unless explicitly stated otherwise),
we will always be working with a fixed purely relational vocabulary o (i.e. with
no individual constant or function symbols) and hence, with o-structures. We
assume as usual that we have a countably infinite set of first-order variables.
In the case of MSO and FO(LFP!), we also assume that we have a countably
infinite set of set variables. The semantics defined in this section we will refer to
as standard semantics and the associated structures, as standard structures.

We first introduce monadic second order logic, MSO, which is the extension
of first-order logic in which we can quantify over the subsets of the domain.

Definition 2 (Syntax and semantics of MSO). Let At be a first-order
atomic formula, © a first-order variable and X a set variable, we define the
set of MSO formulas in the following way:

p=At | Xz [opAY | ¢VY | o= | =g |Tr¢|IX ¢

We use VX ¢ (resp. Vrop) as shorthand for =3X—¢ (resp. —Ix—¢). We define
the quantifier depth of a MSO formula as the mazimal number of first-order
and second-order nested quantifiers. We interpret MSO formulas in first-order
structures. Like for FO formulas, the truth of MSO formulas in 9 is defined
modulo a valuation g of variables as objects. But here, we also have set variables,
to which g assigns subsets of the domain. We let gla/x] be the assignment which
differs from g only in assigning a to x (similarly for g[A/X]). The truth of
atomic formulas is defined by the usual FO clauses plus the following:

M, g = Xz iff g(x) € g(X) for X a set variable
The truth of compound formulas is defined by induction, with the same clauses
as in FO and an additional one:
M, g | IX ¢ iff there is A C M such that M, g[A/X] E ¢

The second logic we are interested in is monadic transitive closure logic, FO(TC!),
which extends FO by closing it under the transitive closure of binary definable
relations.

Definition 3 (Syntax and semantics of FO(TC!)). Let u,v,z,y be first-
order variables, ¢(z,y) a FO(TC') formula (which, besides x and y, possibly
contains other free variables), we define the set of FO(TC') formulas in the
following way:

p:=At | Xz | AV | oV | o= | ¢ | Tz ¢ | [TCoye(x,y)](u,v)
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We use Yx¢ as shorthand for —3x—¢. We define the quantifier depth of a
FO(TC') formula as the mazimal number of nested first-order quantifiers and
TC operators. We interpret FO(TC') formulas in first-order structures. The no-
tion of assignation and the truth of atomic formulas is defined as in FO. The
truth of compound formulas is defined by induction, with the same clauses as in
FO and an additional one:

M, g = [TCryo|(u,v)
if
forall AC M, ifglu)e A
and for all a,b € M, a € A and M, gla/x,b/y] E ¢(x,y) implies b € A,
then g(v) € A.

Proposition 1. On standard structures, the following semantical clause for the
TC operator is equivalent to the one given above:

M, g = [TCayd(x,y)](u,v)
iff
there exist ay ...an € M with g(u) = a1 and g(v) = an
and M, g = ¢(a;,a;41) for all0 <i<n

Proof. Indeed, suppose there is a finite sequence of points a ...a, such that
g(u) = a1, g(v) = an, and for each i < n, M, g[z/a;;y/ai+1] = ¢. Then for any
subset A containing a; and which is closed under ¢, we can show by induction
on the length of the sequence a; ...a, that a, belongs to A. Now, on the other
hand, suppose that there is no finite sequence like described above. To show that
there is a subset A of the required form, we simply take A to be the set of all
points that “can be reached from u by a finite sequence”. By assumption, v does
not belong to this set and the set is closed under ¢.

Intuitively this means that for a formula of the form [T'Cyy¢](u, v) to hold on a
standard structure, there must be a finite “¢ path” between the points that are
named by the variables u and v.

Finally we will also be interested in monadic least fixpoint logic (FO(LFP!)),
which extends FO with set variables and an explicit monadic least fixpoint op-
erator. Consider a FO(LFP!) formula ¢(X, ) and a structure 9 together with
a valuation g. This formula induces an operator Fy taking a set A C dom(9M)
to the set {a : M, gla/X, A/X] = ¢}. FO(LFP!) is concerned with least fizpoints
of such operators. If ¢ is positive in X (a formula is positive in X whenever
X only occurs in the scope of an even number of negations), the operator Fy
is monotone (i.e. X C Y implies Fy,(X) C Fy(Y')). Monotone operators always
have a least fixpoint LFP(F) = ({X|F(X) C X} (defined as the intersection
of all their prefixpoints).

Definition 4 (Syntax and semantics of FO(LFP')). Let X be a set variable,
x,y FO wvariables, v, & FO(LFP') formulas and ¢(x,X) a FO(LFP') formula
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positive in X (besides x and X, ¢(x, X) possibly contains other free variables),
we define the set of FO(LFP') formulas in the following way:

Vi=At | Xy | YA VE[Y =& | | Fx ¢ | [LFPy x¢(z, X)y

We use Yxip as shorthand for —3x—p. We define the quantifier depth of a
FO(LFP') formula as the mazimal number of nested first-order quantifiers and
LEP operators. Again, we can interpret FO(LFP') formulas in first-order struc-
tures. The motion of assignation and the truth of atomic formulas are defined
similarly as in the MSO case. The truth of compound formulas is defined by
induction, with the same clauses as in FO and an additional one:

M, g |= [LFP: x¢ly
iff
for all A C dom(9M), if for all a € dom(IM), M, gla/x, A/ X] | &(x, X) implies
acA,
then g(y) € A.

1.3 Expressive Power

There is a recursive procedure, transforming any FO(LFP!) formula ¢ into a
MSO formula ¢ such that M, g = ¢ iff M, g = ¢'. The interesting clause is
([LFPy xd(x, X)]y) =VX(Ve(p(z, X) — Xz) — Xy). (The other ones are all
of the same type, e.g. (¢ A)* = (¢* A1*).) This procedure can easily be seen
adequate by considering the semantical clause for the LF P operator.

Now there is also a recursive procedure transforming any FO(TC!) formula ¢
into a FO(LFP!) formula ¢” such that M, g = ¢ iff M, g = ¢”’. The interesting
clause is ([T'Cyy¢)(u,v))” = [LF Pxyy = uV3z((XxA¢(z,y)"))]v. Let us give an
argument for this claim. By Proposition[Ilit is enough to show that [LF Px,y =
uV Jz(Xx A ¢(x,y)")]v holds if and only if there is a finite ¢ path from u
to v. For the right to left direction, suppose there is such a path a; ...a, with
g(u) = a1 and g(v) = a,. Then, for any subset A of the domain, we can show
by induction on ¢ that if for all a; (1 < i < n), a; = vV Jz((Az A d(x,a;)”)
implies a; € A, then v € A, ie., [LFPx,y = uV 3z((Xz A ¢(z,y)"))]v holds.
Now for the left to right direction, suppose there is no such ¢” path. Consider
the set A of all points that can be reached from u by a finite ¢’ path. By
assumption, —Av and it holds that Vy((y = u V Jz(Az A ¢(z,y)")) — Ay), ie.,
S[LFPxyy =uV 3z(Xx A ¢z, y)")]v.

It is known that on arbitrary structures FO(TC!) < FO(LFP!) < MSO (see
(5)) and on trees FO(TC!) <ipees FO(LFP!) =4pces MSO (see (19) and (16)). It
is also known that the (not FO definable) class of finite trees is already definable
in FO(TC!) (see for instance (12)), which is the weakest of the logics studied
here. We provide additional detail in Section

2 The Axiomatizations

As many arguments in this paper equally hold for MSO, FO(TC!) and FO(LFP!),
welet A € {MSO,FO(TC!), FO(LFP!)} and use A as a symbol for any one of them.
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FOL1.
FO2.
FO3.
FOA4.
FO5.
FO6.

Modus Ponens

Tautologies of sentential calculus

FVrop — ¢f, where t is substitutable for x in ¢

FVa(g — ) — (Vag — Vi)

F ¢ — Va¢, where x does not occur free in ¢

Fr=x

Fax=y— (¢ — 1), where ¢ is atomic and 1) is obtained
from ¢ by replacing x in zero or more (but not necessarily
all) places by y.

if ¢ and - ¢ — 9, then ¢

FO Generalization if - ¢, then - Vz¢

Fig. 1. Axioms and rules of FO

COMP.
MSOL1.

MSO2.
MSOs3.

F 3XVz(Xx < ¢), where X does not occur free in ¢
FVX¢ — ¢[X/T], where T (which is either a set variable
or a monadic predicate) is substitutable in ¢ for X.
FVX (¢ — ) — (VX6 — VX))

F ¢ — VX ¢, where X does not occur free in ¢

MSO Generalization if - ¢, then - V.X¢

Fig. 2. Axiom and inference rule of MSO

FO(TC') axiom

F [TCay ¢l (u, v) — (Y (u) AVaVy(P(2) A (2, y) = P(y))) = $(v))

where 1 is any FO(TC') formula

FO(TC') Generalization if F ¢ — ((P(u) A VaVy(P(z) A ¢(z,y) — P(y))) — P(v)),

and P does not occur in &,
then F & — [TCyyd](u,v)

Fig. 3. Axiom and inference rule of FO(TC')

FO(LFP') axiom

ELEP; xly — (Ya(d(x,v) — P(z)) — ¥(y))

where v is any FO(LFP') formula and ¢(x,1)) is the result
of the replacement in ¢(z, X) of each occurrence of X by ¢

(renaming variables when needed)

FO(LFP') Generalization if - ¢ — (Vz(é(z, P) — P(x)) — P(y)),

and P positive in ¢ does not occur in &,
then - & — [LF Px «¢](y)

Fig. 4. Axiom and inference rule of FO(LFP')
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Tl. Vzyz(z<yAy<z—oz<2z) < is transitive

T2. —Jz(z<x) < is irreflexive

T3. Vazy(z <y — 3z(z <imm 2A 2 <y)) immediate children

T4. FaVy—(y < x) there is a root

T5. Vzyz(z<zAy<z—ax<yVy<z) linearly ordered ancestors
T6. Vzyz(zx <yAy<z—z<2) < is transitive

T7. —3z(x < x) < is irreflexive

T8. Vzy(z <y — Jz(z <imm 2A 2 23 Yy)) immediately next sibling
T9. Vzdy(y <z A-3Jz(z <)) there is a least sibling

T10. Vzy((z <yVy <z) < (32(z <imm T A 2 <imm Y) AT # y))
< linearly orders siblings
T1l. Vay(z=yVo<yVy<zVIy(x <zAy <yn(@ <y vy <z))
connectedness

Ind. Vz(Vy((z <yVz<y) = ¢(y) — é(x)) — Vee(z)

where
¢(x) ranges over A-formulas in one free variable

and
% <imm Y is shorthand for x < y A —Jz(z <y Az < 2),
Z <imm Yy is shorthand for z < y A ~Jz(z < 2z Az < y)

Fig. 5. Specific axioms on finite trees

The axiomatization of A on finite trees consists of three parts: the axioms of first-
order logic, the specific axioms of A, and the specific axioms on finite trees.

To axiomatize FO, we adopt the infinite set of axioms and the two rules
of inference given in Figure [I] (like in (G), except from the fact that we use
a generalization rule). To axiomatize MSO, the axioms and rule of Figure
are added to the axiomatization of FO. We call the resulting system Fmso.
COMP. stands for “comprehension” by analogy with the comprehension axiom
of set theory. M SO1 plays a similar role as FO2, MSO2 as FO3 and MSO3
as FO4. To axiomatize FO(TC!), the axiom and rule of Figure [ are added to
the axiomatization of FO. We call the resulting system Fpqrc1y. To axiomatize
FO(LFP!), the axiom and rule of Figure @l are added to the axiomatization of
FO. We call the resulting system tpq( pp1y. We are interested in axiomatizing A
on the class of finite trees. For that purpose we restrict the class of considered
structures by adding to F, the axioms given in Figure Bl We call the resulting
system ¢, Note that the induction scheme in Figure [J allows to reason by
induction on properties definable in A only. Also, for technical convenience, we
adopt the following convention:

Definition 5. Let I' be a set of A-formulas and ¢ a A-formula. By I' 4 ¢ we
will always mean that there are Yn, ...,y € I' such that by (Y1 A... Ahy) — ¢.

Now the main result of this paper is that on standard structures, the A theory
of finite trees is completely axiomatized by F{¢. In the remaining sections we
will progressively build a proof of it.
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3 Henkin Completeness

As it is well known, MSO, FO(TC!) and FO(LFP!) are highly undecidable on ar-
bitrary standard structures (by arbitrary, we mean any sort of structure: infinite
trees, arbitrary graphs, partial orders. . .) and hence not recursively enumerable.
So in order to show that our axiomatizations H{°® are complete on finite trees,
we resort to a special trick, already used by Kees Doets in his PhD thesis (4).
We proceed in two steps. First, we show three Henkin completeness theorems,
based on non standard (so called Henkin) semantics for MSO, FO(TC!) and
FO(LFP') (on the general topic of Henkin semantics, see (10), the original pa-
per by Henkin and also (15)). Each semantics respectively extends the class of
standard structures with non standard (Henkin) MSO, FO(TC!) and FO(LFP?)-
structures. By the Henkin completeness theorems, our axiomatic systems 4
naturally turn out to be complete on the wider class of their Henkin-models.
But by compactness, some of these models are infinite. As a second step, we
show in Section [l that no A-sentence can distinguish between standard and non-
standard A-Henkin-models among models of our axioms. This entails that our
axioms are complete on the class of (standard) finite trees, i.e., each A-sentence
valid on this class is provable using F°. Now let us point out that Kees Doets
was interested in the completeness of first-order logic on finite trees. Thus, he
was relying on the FO completeness theorem and if he was working with non-
standard models of the FO theory of finite trees, he was not concerned with
non standard Henkin-structures in our sense. Hence, what makes the original-
ity of the method developed in this paper is its use of Henkin semantics. So
let us begin with the concept of Henkin-structure. Such structures are particular
cases among structures called frames and it is convenient to define frames before
defining Henkin-structures.

Definition 6 (Frames). Let o be a purely relational vocabulary. A o-frame
M consists of a non-empty universe dom(IM), an interpretation in dom (M) of
the predicates in o and a set of admissible subsets Agn C p(dom(I)).

Whenever Agy = p(dom(9M)), M can be identified to a standard structure.
Assignments g into 91 are defined as in standard semantics, except that if X is
a set variable, then we require that g(X) € Agy.

Definition 7 (Interpretation of A-formulas in frames). A-formulas are
interpreted in frames as in standard structures, except for the three following
clauses. The set quantifier clause of MSO becomes:

M, g |E3IX ¢ iff there is A € Agn,. such that M, g[A/X]| = ¢
The TC clause of FO(TC') becomes:

M, g = [TCryo|(u, v)
if
for all A € Agn, if g(u) € A
and for all a,b € dom(IM), a € A and M, glx/a,b/y] = ¢ imply b € A,
then g(v) € A.
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And finally the LEP clause of FO(LFP') becomes:

M, g b= [LFP; x¢ly
iff

for all A € Agn, if for all a € dom(9M), M, gla/xz, A/ X] | é(zx, X) implies
a€ A,
then g(y) € A.

Definition 8 (A-Henkin-Structures). A A-Henkin-structure is a frame M
that is closed under A-definability, i.e., for each A-formula ¢ and assignment g
into IM:

{a € MM, gla/z] |= ¢} € Am

Remark 1. Note that any finite A-Henkin-structure is a standard structure, as
every subset of the domain is parametrically definable in a finite structure. Hence,
non standard Henkin structures are always infinite.

Theorem 1. A is completely axiomatized on A-Henkin-structures by 4, i.e.,
for every set of A-formulas I' and A-formula ¢, ¢ is true in all A-Henkin-
structures of I' if and only if I' 4 ¢.

Compactness follows directly from Definition Bl and Theorem [ i.e., a possibly
infinite set of A-sentences has a model if and only if every finite subset of it has a
model. It also follows directly from Theorem[lthat H¢ is complete on the class
of its A-Henkin-models. Nevertheless, by compactness the axioms of F{¢ are
also satisfied on infinite trees. We overcome this problem by defining a slightly
larger class of Henkin structures, which we will call definably well-founded A-
quasz'—trees

Definition 9. A  A-quasi-tree is any A-Henkin structure (T,<,<,
Py,...,P,,Ar) (where Arp is the set of admissible subsets of T) satisfy-
ing the azioms and rules of Fao and the axioms T1-T11 of Figure @ A
A-quasi-tree is definably well founded if, in addition, it satisfies all instances of
the induction scheme Ind of Figure [

Corollary 1. A A-Henkin-structure satisfies the axioms of F'{¢° if and only if
it is a definably well-founded A-quasi-tree.

4 Operations on Henkin-Structures

Let A € {MSO,FO(TC!), FO(LFP')}. As noted in Remark [Il every finite A-
Henkin structure is also a standard structure. Hence, when working in finite
model theory, it is enough to rely on the usual FO constructions to define op-
erations on structures. On the other hand, even though our main completeness

! For a nice picture of a non definably well-founded quasi-tree see (1).
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result concerns finite trees, inside the proof we need to consider infinite (A-
Henkin) structures and operations on them. In this context, methods for form-
ing new structures out of existing ones have to be redefined carefully. We first
propose a notion of substructure of a A-Henkin-structure generated by one of its
parametrically definable admissible subsets:

Definition 10 (A-substructure). Let M = (dom (M), Pred,Agn) be a
A-Henkin-structure (where Pred is the interpretation of the predicates). We call
Mpro = (dom(IM), Pred) the FO-structure underlying M. Given a parametrically
definable set A € Agn, the A-substructure of MM generated by A is the structure
M A= ({(Aonpo,Aomra), where (Ao, is the FO-substructure of Mpo gen-
erated by A (note that A forms the domain of (Ayon,.., as the vocabulary is
purely relational) and Agmia = {X N AIX € Agr}.

Now, in order to show that A-substructures are Henkin-structures, we introduce
a notion of relativization and a corresponding relativization lemma. This lemma
establishes that for any A-Henkin-structure 9t and A-substructure 9t [ A of M
(with A a set parametrically definable in 91), if a set is parametrically definable
in M [ A then it is also parametrically definable in 91. This result will be useful
again in Section

Definition 11 (Relativization mapping). Given two A-formulas ¢, ¥ having
no variables in common and given a FO variable x, we define REL(¢, 1, x) by
induction on the complexity of ¢ and call it the relativization of ¢ to i

— If ¢ is an atom, REL(¢,v,x) = ¢,

— If ¢ = 1 Ao, REL(¢,9p,x) = REL(¢1,v,x) N REL(¢a, 0, x) (similar for
\/7—>7_');

— If ¢ = 3yx, REL(¢,, ) = Jy(Ply/z] NREL(x, ), x)) (where ¢[y/x] is the
formula obtained by replacing in 1 every occurrence of x by y),

- If ¢ =~ [TCyZX](u’U)f REL(¢7¢7$) = [TCyZREL(X7’¢7$) A ¢[y/95] A
Ylz/x]](u, v),

— If ¢ := [LF Pxyx]z, REL(¢,v¢,x) = [LFPxyx AN ¢[y/z]]z.

Lemma 1 (Relativization lemma). Let 9 be a A-Henkin-structure, g a val-
uation on M, ¢, ¥ A-formulas and A = {x | M,g = ¥}. If g(y) € A for
every variable y occurring free in ¢ and g(Y') € M | A for every set variable Y
occurring free in ¢, then M, g = REL($,,x) < M| A, g E ¢.

Lemma 2. M [ A is a A-Henkin-structure.

Proof. Take B parametrically definable in 90t | A, i.e., there is a A-formula ¢(y)
and an assignment g such that B = {a € dom(OM | A) | M [ 4, 9la/y] E o(y)}.
Now we know that A is also parametrically definable in 90, i.e., there is a A-
formula v (z) and an assignment ¢’ such that A = {a € dom(9M) | M, ¢'[a/z] E
¥(x)}. Assume w.l.o.g. that ¢ and ¢ have no variables in common, we define
an assignment g* by letting g*(z) = ¢'(z) for every variable z occurring in v
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and g*(z) = g(z) otherwise. The situation with set variables is symmetric. Now
by Lemma [[l B = {a € dom(M) | M, g*[a/z] = REL(¢,¢,z)} and hence
B e Agm[A.

There is in model theory a whole range of methods to form new structures out of
existing ones. A standard reference on the matter is (7), written in a very general
algebraic setting. Familiar constructions like disjoint unions of FO-structures
are redefined as particular cases of a new notion of generalized product of FO-
structures and abstract properties of such products are studied. In particular, an
important theorem now called the Feferman-Vaught theorem for FO is proven.
We are particularly interested in one of its corollaries, which establishes that
generalized products of FO-structures preserve elementary equivalence. This is
related to our work in that we show an analogue of this result for a particular
case of generalized product of A-Henkin-structures that we call fusion, this notion
being itself a generalization of a notion of disjoint unions of A-Henkin-structures
that we also define.

Definition 12 (Disjoint union of A-Henkin-structures). Let o be a purely
relational vocabulary and o* = cU{Q1,...,Qr}, with {Q1,...,Qk} a set of new
monadic predicates. For any A-Henkin-structures 9y, ..., My in vocabulary o
with disjoint domains, define their disjoint union ¥, .., 9 (or, direct sum) to
be the o* -frame that has as its domain the union of the domains of the structures
IM; and likewise for the relations, except for the predicates Q;, whose interpre-
tations are respectively defined as the domain of the structures M, (we will use
Q; to index the elements of M;). The set of admissible subsets Ay, _._, m, is the
closure under finite union of the union of the sets of admissible subsets of the
IM;. That is:

- dom(L’fJgigk m;) = U1gigk dom(M;)
— PYicici P = Ui<i<k PP (with P € o) and Q?lgigk T dom(9M;)
— A€y, _,_ o iff A=Ucicp Ai for some A; € Aoy,

Definition 13 (f-fusion of A-Henkin-structures). Let o be a purely rela-
tional vocabulary and o* = o U {Q1,...,Qr}, with {Q1,...,Qr} a set of new
monadic predicates. Let f be a function mapping each n-ary predicate P € o
to a quantifier-free formula over o* in variables x1,...,x,. For any A-Henkin-
structures My, ..., My in vocabulary o with disjoint domains, define their f-
fusion to be the o-frame @{<i<k M; that has the same domain and set of
admissible subsets as &y ;<, M;. For any P € o, the interpretation of P in

@{gigk DM; is the set of n-tuples satisfying f(P(z1...2n)) in ;o) M.

An easy example of f-fusion on standard structured? is the ordered sum of
two linear orders (M, <1), (Ma, <2), where all the elements of M; are before

2 Tt is simpler to give an example on standard structures, because then, we do not
have to say anything about admissible sets.
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the elements of Ms. In this case, o consists of a single binary relation <, the
elements of M; are indexed with @1, those of My with @2 and f maps < to
r<yV(Qix AQ2y).

We show preservation results involving f-fusions of A-Henkin-structures.
Hence we deal with analogues of elementary equivalence for these logics and
we refer to A-equivalence.

Definition 14. Given two A-Henkin-structures 9 and N, we write M =4 N
and say that M and N are A-equivalent if they satisfy the same A-sentences.
Also, for any natural number n, we write M =", N and say that M and N are
n-A-equivalent if M and N satisfy the same A-sentences of quantifier depth at
most n. In particular, M =, N holds iff, for all n, M =" N holds.

Now we are ready to introduce our “Feferman-Vaught theorems”. Comparable
work had already been done by Makowski in (14) for extensions of FO, but a
crucial difference is that he only considered standard structures, whereas we
need to deal with A-Henkin-structures. Our proofs make use of Ehrenfeucht-
Fraissé games for each of the logics A. The MSO game, that we show to be
adequate, is rather straightforward and has already been used by other authors
(see for instance (13)). The FO(LFP!) game is borrowed from Uwe Bosse (2).
It also applies to Henkin structures, as careful inspection of its adequacy proof
shows. The FO(TC!) game has already been mentioned in passing by Griidel in
(9) as an alternative to the game he used and we show that it is adequate. It
looks also similar to a system of partial isomorphisms given in (3). However it
is important to note that this game is different from the FO(TC!) game which
is actually used in (9). The two games are equivalent when played on stan-
dard structures, but not when played on FO(TC!)-Henkin structures. This is
so because the game used in (3) relies on the alternative semantics for the TC
operator given in Proposition [I], so that only finite sets of points can be chosen
by players ; whereas the game we use involves choices of not necessarily finite
admissible subsets. These are not equivalent approaches. Indeed, on FO(TC!)-
Henkin structures a simple compactness argument shows that the semantical
clause of Proposition [I] (defined in terms of existence of a finite path) is not
adequate.

Using these games we show that f-fusions of A-Henkin-structures preserve
A-equivalence.

Theorem 2. Let M; N; with 1 < i < k be A-Henkin-structures. For any f such
as described in definition [I3, whenever M; =" Ny for all 1 < i < k, then also

f — !
®1§i§k M; =% @1§i§k N;.

Corollary 2. For any A-Henkin-structures M, with 1 < i < k, @{<i<k M, is
also a Henkin structure. T

Analogues of Theorem [2] and Corollary 2] for disjoint union follow as well.
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5 Completeness on Finite Trees

5.1 Forests and Operations on Forests

In Section[5.2] we will prove that no A-sentence can distinguish A-Henkin-models
of Fi¢¢ from standard models of Fi{®¢. More precisely, we will show that for each
n, any definably well-founded A-quasi-tree is n-A-equivalent to a finite tree. In
order to give an inductive proof, it will be more convenient to consider a stronger
version of this result concerning a class of finite and infinite Henkin structures
that we call quasi-forests. In this section, we give the definition of quasi-forest
and we show how they can be combined into bigger quasi-forests using the notion
of fusion from Section @l Whenever quasi forests are finite, we simply call them
finite forests. As a simple example, consider a finite tree and remove the root
node, then it is no longer a finite tree. Instead it is a finite sequence of trees,
whose roots stand in a linear (sibling) order It does not have a unique root, but
it does have a unique left-most root. For technical reasons it will be convenient
in the definition of quasi forests to add an extra monadic predicate R labelling
the roots.

Definition 15 (A-quasi-forest). Let T = (dom(T),<,=<,P1,...,... Py, A7)
be a A-quasi-tree. Given a node a in T, consider the A-substructure of T gener-
ated by the set {x | Jz(a <X z Az < x)}, which is the set formed by a together
with all its siblings to the right and their descendants. The A-quasi-forest Ty is
obtained by labeling each root in this substructure with R (Rx <qcr -3y y < x).
Whenever T is a tree, we simply call T, a forest.

We will show in our main proof of completeness that for each n and for each node
a in a A-Henkin definably well-founded quasi-tree, the A-quasi-forest T, is n-A-
equivalent to a finite forest. Our proof will use a notion of composition of A-quasi-
forests which is a special case of fusion. Given a single node forest F and two A-
quasi-forests F, and Fs, we construct a new A-quasi-forest @M (Fy, Fy, F3)
by letting the only element in F; be the left-most root, the roots of F» become
the children of this node and the roots of F3 become its siblings to the right. We
then derive a corollary of Theorem [l for compositions of A-quasi-forests and use
it in Section

Definition 16. Let 0 = {<,<, R, P1,..., P,}, be a relational vocabulary with
only monadic predicates except < and <. Given three additional monadic predi-
cates Q1,Q2, Qs, we define a mapping COM P from o to quantifier-free formulas
over o U {Q1,Q2,Qs} by letting

— COMP(z <y) =z <yV (Qi(z) A Q2(y))

— COMP(z <y) =z <yV (Qi(z) N Qs3(y) A R(y))

— COMP(R(z)) = (Q3(z) A R(x)) V Q1(x))

Corollary 3. Let F be a single node forest and F», F3 A-quasi forests. If F5 ="}
F} and Fs =7 F} then @MY (Fy, Fy, F3) =7 @M (F\, F3, F)).

3 Note that, as far as roots are concerned, two nodes can be siblings without sharing
any parent. This would not happen in a quasi tree.
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5.2 Main Proof of Completeness

Lemma 3. For all n € N, every definably well-founded A-quasi-tree of finite
signature is n-A-equivalent to a finite tree. In particular, a A-sentence is valid
on definably well-founded A-quasi-trees iff it is valid on finite trees.

Proof. Let T be a A-quasi-tree, w.l.o.g. assume that a monadic predicate R labels
its root. During this proof, it will be convenient to work with A-quasi-forests.
Note that finite A-quasi-forests are simply finite forests and finite A-quasi-trees
are simply finite trees. Let X, be the set of all nodes a of T' for which it holds
that T, is n-A-equivalent to a finite forest. We first show that ”belonging to X,,”
is a property definable in 7' (Claim 1). Then, we use the induction scheme to
show that every node of a definably well-founded A-quasi-tree (and in particular,
the root) has this property (Claim 2).

Claim 1: X,, is invariant for n + 1-A-equivalence (i.e., (T,a) =2, (T,b) implies

that a € X,, iff b € X,,), and hence is defined by a A-formula of quantifier depth
n+ 1.

Proof of claim. Suppose that (T,a) =2, (T,b). We will show that T, =2 T,
and hence, by the definition of X,,, a € X, iff b € X,,. By the definition of
A-quasi-forests, dom(T,) = {z | z(a <X 2z Az < x)}. Let ¢ be any A-sentence of
quantifier depth n. We can assume w.l.o.g. that ¢ does not contain the variables z
and z (otherwise we can rename in ¢ these two variables). By lemmall (7', a) =
REL(¢p,3z(a < z Az < x),x) iff T, = ¢. Notice that REL(¢,3z(a = 2 Az <
x), x) expresses precisely that ¢ holds in (T, a) within the subforest T,. Moreover,
the quantifier depth of REL(¢$,3z(a < zAz < x) is at most n+ 1. It follows that
(T,a) E REL(¢,32(a < 2Nz < x),z) iff (T,b) = REL(¢,32(b X 2Nz < x),x),
and hence Ty, = ¢ it T}, = ¢.

For the second part of the claim, note that, up to logical equivalence, there are
only finitely many A-formulas of any given quantifier depth, as the vocabulary
is finite. B

Claim 2: If all descendants and siblings to the right of a belong to X,,, then a
itself belongs to X,,.

Proof of claim. Let us consider the case where a has both a descendant and a
following sibling (all other cases are simpler). Then, by axioms T3, T5, T8, T9
and T10, a has a first child b, and an immediate next sibling ¢. Moreover, we
know that both b and ¢ are in X,,. In other words, T, and T, are n-/A-equivalent to
finite forests Ty and 7. Now, we construct a finite A-quasi-forest 7, by taking a
COM P-fusion of T}, T} and of the A-substructure of T" generated by {a}, which
unique element becomes a common parent of all roots of T} and a left sibling

of all roots of T". So we get T = @ M (T {a},T},T)). It is not hard to
see that T is again a finite forest. Moreover, by the fusion lemma, @COMP(T I
{a}, T}, T,)) =2 T!. Now to show that @7 (T 1 {a}, T}, T.)) is isomorphic to

T, (which entails T,, =2 T! i.e. T, is n-A-equivalent to a finite forest), it is enough
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because we can define in 7;, each such union of sets by means of a disjunction.
Now to show Ar, € Agconr (a1, 1), take A € Ar,, s0 A= A; U Az UA;3
with Ay € Apyfay, 42 € Ap,, A3 € Ar,. The domain of each of these three
structures is definable in Ty, let say ¢ defines dom(T | {a}), ¢2 defines dom(Ty)
and ¢3 defines dom(T,). So each A; component is definable in T, (just take the
conjunction ¢;(z) A Az). But then A; was already definable in @COMP(T I
{a}, Ty, T.) (by construction of this structure). o

to show Ap = A@COMP(Tr{a})Tb)TC). It holds that A@CO}VIP(Tr{a})Tb’TC) C Ar,

It follows from these two claims, by the induction scheme for definable properties,
that X,, contains all nodes of the A-quasi-tree, including the root, and hence T' is
n-/A-equivalent to a finite tree. For the second statement of the lemma, it suffices
to note that every A-sentence has a finite vocabulary and a finite quantifier depth.

Theorem 3. Let A € {MSO, FO(TC'), FO(LFP')}. The A-theory of finite trees
is completely axiomatized by Hiec.

Proof. Theorem [ follows directly from Lemma [3l and Corollary [l

5.3 The Set of I—f{'ee Consequences Defines the Class of Finite Trees

Proposition [2] shows together with Theorem [J that on standard structures, the
set of Fi¢ consequences actually defines the class of finite trees. That is, F5¢®
has no infinite standard model at all.

Proposition 2. Let A € {FO(TC'), FO(LFP'), MSO}. On standard structures,
there is a A-formula which defines the class of finite trees.

Proof (Sketch of the proof). 1t is enough to show it for A = FO(TC!). It follows
by Section [[3] that it also holds for MSO and FO(LFP?).

We merely give a sketch of the proof. For additional details we refer the reader
to (12). It can be shown that on standard structures, the finite conjunction of
the axioms T1-T11 in Figure Bl “almost” defines the class of finite trees, i.e. any
finite structure satisfying this conjunction is a finite tree. Now we will explain
how to construct an other sentence, which together with this one, actually defines
on arbitrary standard structures the class of finite trees. Let L be a shorthand
for the formula labelling the leaves in the tree (Lz ©¢4oy —Jyz < y) and R a
shorthand for the formula labelling the root (Rx <4ey —3Jyy < x). Consider
the depth-first left-to-right ordering of nodes in a tree and the FO(TC!) formula
¢(x,y) saying “the node that comes after z in this ordering is y”:

d(z,y) = (AL AN <imm YA 322 <y) V(LT AZ <imm y) V (Lx A —Fzx <
2AT2(2 <2 A2 <imm YA "Fww < Az < w A Fuw <imm )

There is also a FO(TC!) formula which says that “x is the very last node in this
ordering”. ¢(x,y) can be combined with this formula into an FO(TC!) formula y
expressing that the tree is finite by saying that (we rely here for the interpretation
of x on the alternative semantics for the T'C' operator given in Proposition [I])
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“there is a finite sequence of nodes z7 ...z, such that x; is the root, x;+1 the
node that comes after x; in the above ordering, for all ¢, and z,, is the very last
node of the tree in the above ordering”.

x & JuIz(Rz A [TCryd)(z,u) A =Fu' (u # u' A [TCoryl(u,u)))
Theorem 4. The set of FI[%¢ consequences defines the class of finite trees.

Proof. By Proposition 2l we can express in A by means of some formula y that
a structure is a finite tree. So x is necessarily a consequence of F{*¢ (as it is a
A-formula valid on the class of finite trees).

6 Conclusions

In this paper, taking inspiration from Kees Doets (4) we developed a uniform
method for obtaining complete axiomatizations of fragments of MSO on finite
trees. For that purpose, we had to adapt classical tools and notions from finite
model theory to the specificities of Henkin semantics. The presence of admis-
sible subsets called for some refinements in model theoretic constructions such
as formation of substructure or disjoint union. Also, we noticed that not every
Ehrenfeucht-Fraissé game that has been used for FO(TC!) was suitable to use on
Henkin-structures. We focused on a game which doesn’t seem to have been used
previously in the literature. We also elaborated analogues of the FO Feferman-
Vaught theorem for MSO, FO(TC!) and FO(LFP?). We considered fusions of struc-
tures, a particular case of the Feferman-Vaught notion of generalized product and
obtained results which might be interesting to generalize and use in other contexts.

We applied our method to MSO, FO(TC!) and FO(LFP!), but it would be
worth also examining other fragments of MSO, such as monadic deterministic
transitive closure logic (FO(DTC!)) or monadic alternating transitive closure
logic (FO(ATC)), see also (3).

Finally, an important feature of our main completeness argument is the way
we used the inductive scheme of Figure bl Hence, extending our approach to
another class of finite structures would involve finding a comparable scheme.
We also know that we should focus on a logic which is decidable on this class,
as on finite structures recursive enumerability is equivalent to decidability. This
suggests that other natural candidates would be fragments of MSO on classes of
finite structures with bounded treewidth.
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Abstract. We study the multiagent epistemic logic CMAEL(CD)
with operators for common and distributed knowledge for all coalitions
of agents. We introduce Hintikka structures for this logic and prove that
satisfiability in such structures is equivalent to satisfiability in standard
models. Using this result, we design an incremental tableau based deci-
sion procedure for testing satisfiability in CMIAEL(CD).

1 Introduction

Multiagent epistemic logics formalize reasoning about individual and collective
knowledge of agents in multiagent systems. Over the last three decades, such log-
ics have emerged as a useful tool for a number of applications in computer science
and AI, the most prominent among them being design, specification, and verifica-
tion of distributed systems ([6], [7], [3], [2], [I0]). In this paper, we consider the
logic CMAEL(CD) (Coalitional Multi-Agent Epistemic Logic with Common
and Distributed knowledge), involving modal operators for individual knowledge
for each agen, as well as operators for common and distributed knowledge among
any (non-empty) coalition of agents. Most of the multiagent epistemic logics stud-
ied so far only cover fragments of CMAEL(CD); e.g., the logic considered in [3]
contains, besides the individual knowledge modalities, the operator of distributed
knowledge only for the whole set of agents in the language, while [IT] extends that
system with common knowledge operator for the whole set of agents. As far as we
know, no provably complete deductive system or a decision procedure has been de-
veloped so far for CMAEL(CD) (see, however, [1], where a tableau-based decision
procedure for a BDI logic involving full coalitions of agents is considered).

One of the major issues in applying multiagent epistemic logics to design
of distributed systems is the development of algorithms for constructive satis-
fiability testing of formulae, i.e, checking if a given formula is satisfiable and,

! The notion of agent used in this paper is an abstract one; for example, agents can be
thought of as components of a distributed system.
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if so, constructing a model for it. The main purpose of this paper is to de-
velop a tableau-based algorithm for the constructive satisfiability problem for
CMAEL(CD). In the recent precursor [5] to the present paper, we have de-
veloped such an algorithm for the multiagent epistemic logic with operators of
individual knowledge, as well as common and distributed knowledge for the set
of all agents. In the present paper, we extend the results of [5] to CMAEL(CD).
The main challenge in this extension lies in handling the operators of distributed
knowledge parameterized by coalitions of agents. Thus, while the style of the
tableau procedure presented herein is similar to the one from [5], the proce-
dure itself (in particular, the termination-ensureing mechanism), as well as the
proof of its correctness, are more involved, the latter requiring more sophisti-
cated model-theoretic techniques than those used in [5], building on the ones
employed in [3] and [9]. Consequently, the present paper substantially focuses
on overcoming the challenges raised by the presence in the language of coalitional
distributed knowledge modalities.

The satisfiability-checking algorithms in [B] and the present paper build upon
the ideas underlying the incremental tableaux first proposed in [12] and recently
adapted to logics of strategic ability in multiagent systems in [4]. Besides our
belief that this approach to building decision procedures for logics for multiagent
systems is practically most optimal, the uniformity of method and style of the
tableaux in [4] and in the present paper is motivated by our intention to even-
tually integrate them into a tableau-based decision procedure for comprehensive
logical systems for reasoning about knowledge, time, and strategic abilities of
agents and coalitions in multiagent systems.

The structure of the paper is as follows: Section presents the logic
CMAEL(CD); in Sections B and @] we introduce Hintikka structures for the
logic and prove that satisfiability in these structures is equivalent to satisfi-
ability in models. In Sections [l and [l we present the tableau procedure for
CMAEL(CD)-satisfiability and sketch proofs of its soundless, completeness,
and termination, and briefly estimate its complexity. We conclude with an ex-
ample illustrating our tableau procedure and brief concluding remarks.

2 Syntax and Semantics of the Logic CMAEL(CD)

The language £ of CMAEL(CD) contains a (finite or countable) set AP of
atomic propositions, whose arbitrary members we typically denote by p,q,r,..;
a finite, non-empty set X' of names of agents, whose arbitrary members we typ-
ically denote by a,b... and whose subsets, called coalitions, we typically denote
by A, B,... (possibly with decorations); a sufficient repertoire of the Boolean
connectives; and, for every non-empty coalition A, the modal operators D4 (“it
is distributed knowledge among A that ...”) and Cy4 (“it is common knowledge
among A that ...”). The formulae of £ are thus defined as follows:

p:=p| 29| (p1Ap2) | Dap | Cap,

where p ranges over AP and A ranges over non-empty subsets of X'; the set of all
such subsets denoted by P*(X). The other Boolean connectives can be defined
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as usual. We denote formulae of £ by ¢, %, x, ... (possibly with decorations) and
omit parentheses in formulae whenever it does not result in ambiguity. We write
p € L to mean that ¢ is a formula of L.

The distributed knowledge operator D 4¢ intuitively means that a “supera-
gent”, somebody who knows everything that any of the agents in A knows, can
obtain ¢ as a logical consequence of their knowledge. For example, if agent a
knows 1 and agent b knows 1) — x, then Dy, ;) x is true even though neither
a nor b knows x. The operators of individual knowledge K,¢ (“agent a knows
that ¢”), for a € X, can then be defined as Dy,), henceforth written D, .

The common knowledge operator C ¢ means that ¢ is “public knowledge”
among A, i.e., that every agent in A knows ¢, and knows that every agent in A
knows ¢, etc. For example, it is common knowledge among drivers that green
light means “go” and red light means “stop”. Formulae of the form —-C4¢ are
referred to as (epistemic) eventualities, for the reasons given later on.

Formulae of £ are interpreted over coalitional multiagent epistemic models. In
this paper, we also need the auxiliary notions of coalitional multiagent epistemic
structures and frames, which we now define.

Definition 1. A coalitional multiagent epistemic structure (CMAES, for short)
is a tuple & = (X, 5,{RE} acp+(5), {RG } aep+(x)), where

1. X is a finite, non-empty set of agents;

2. S #0 is a set of states;

3. for every A € PH(X), RY is a binary relation on S;

4. for every A € PT(X), RS is the reflexive, transitive closure of |J arc aRE.

Definition 2. A coalitional multiagent epistemic frame (CMAEF) is a CMAES
F = (2, 5{RE} aep+(5), ARG} aep+(x)), where each RE is an equivalence re-
lation satisfying the following condition:

() RE =M acaR?
If condition () above is replaced by the following, weaker, one:
(1) RE CRE whenever B C A,
then § is a coalitional multiagent epistemic pseudo-frame (pseudo-CMAEF).

Note that in every (pseudo-)CMAEF RE C () ,caR?, and hence
U acaRE = U acaRP. Thus, condition (4) of Definition [ is equivalent to
requiring that, in (pseudo-)CMAEFs, R§ is the transitive closure of | J 44 R2,
for every A € PT(X). Moreover, each RS in a (pseudo-)CMAEF is an equiva-
lence relation.

Definition 3. A coalitional multiagent epistemic model (CMAEM) is a tuple
M = (§,4AP, L), where § is a CMAEF, AP is a set of atomic propositions, and
L : S+ P(4P) is a labeling function, assigning to every state s the set L(s) of
atomic propositions true at s. If § is a pseudo-CMAEF, then M = (§,AP,L) is
a multiagent coalitional pseudo-model (pseudo-CMAEM).
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The satisfaction relation between (pseudo-)CMAEMs, states, and formulae is
defined in the standard way. In particular,

— M, slEDagpiff (s,t) € Rg implies M, t I ¢;
— M, slF Capiff (s,t) € RG implies M, ¢ IF .

Definition 4. Given a (pseudo-)CMAEM M and ¢ € L, we say that ¢ is
satisfiable in M if M, s Ik ¢ holds for some s € M and say that ¢ is valid in
M if M, sl ¢ holds for every s € M. Satisfiability and validity in a class of
(pseudo-)models are defined accordingly.

The truth condition for the operator C 4 can be re-stated in terms of reachability.
Let § be a (pseudo-)CMAEF with state space S and let s,¢ € S. We say that ¢
is A-reachable from s if either s =t or, for some n > 1, there exists a sequence
8§ =80,51,--.,8n—1,8n = t of elements of S such that, for every 0 < i < n, there
exists a; € A such that (s;, s;41) € RaDi . It is then easy to see that the following
truth condition for C4 is equivalent to the one given above:

— M, sk Cyp iff M, tIF ¢ whenever ¢ is A-reachable from s.

Note also, that if X' = {a}, then D,p < C,p is valid for all ¢ € L. Thus,
the single-agent case is trivialized and, therefore, we assume throughout the
remainder of the paper that X' contains at least 2 agents.

3 Hintikka Structures

Despite our ultimate interest in satisfiability of (finite sets of) formulae in
CMAEMs, the tableaux we present check for the existence of a more general
kind of semantic structure for the input set of formulae than a model, namely
a Hintikka structure. In this section, we introduce Hintikka structures and show
that these structures satisfy the same sets of formulae as pseudo-CMAEMs; in
the next section, we show that CMAEMs satisfy the same sets of formulae as
pseudo-CMAEMs. Consequently, testing for satisfiability in a Hintikka structure
can replace testing for satisfiability in a CMAEM. In the following discussion, for
brevity, we only consider single formulae; the extension to finite sets of formulae
is straightforward.

The most fundamental difference between (pseudo-)models and Hintikka
structures is that while the former specify the truth value of every formula of
L at each state, the latter only do so for the formulae relevant to the evalua-
tion of a fixed formula . Another important difference is that the D-accessibility
relations in (pseudo-) models must satisfy the explicitly stated conditions of Def-
inition [2] while in Hintikka structures conditions are only imposed on the labels
of the states in such a way that every Hintikka structure generates, through the
construction of LemmaRlbelow, a pseudo-CMAEM so that the “truth” of formu-
lae in the labels is preserved in the resultant pseudo-model. To define Hintikka
structures, we need the following auxiliary notion.

Definition 5. A set A C L is fully expanded if it satisfies the following condi-
tions (Sub(v) stands for the set of subformulas of ¥):
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if " € A, then ¢ € A;

ifoNYp e A, then p e A and ¢p € A;

if 2(p AY) € A, then ~p € A or —p € A;

if Dap € A, then Darp € A for every A’ such that AC A’ C X;
ifDap € A, then ¢ € A;

if Cap € A, then Dy(p A Cap) € A for every a € A;

if "Cap € A, then =Dy(p A Cap) € A for some a € A;

ifp € A and Dy € Sub(), then either Dy € A or =Dy € A.

0O RS G Lo~

If the condition 4 is dropped, then A is simply expanded.

Definition 6. A coalitional multi-agent epistemic Hintikka structure
(CMAEHS for short) is a tuple (X,5,{RY}acp+(s), ARG} acp+(x), H) such
that (X, 5,{RE} sep+(5): {RG} aep+(s)) is a CMAES, and H is a labeling of
the elements of S with sets of formulae of L satisfying the following constraints:

H1 if ~p € H(s), then ¢ ¢ H(s), for every s € S;

H2 H(s) is fully expanded, for every s € S;

H3 if -Dap € H(s), then (s,t) € RE and —¢ € H(t) for somet € S;
H4 if (s,t) € R, then Darp € H(s) iff Darp € H(t), for every A’ C A;
H5 if ~Cap € H(s), then (s,t) € RS and —p € H(t) for some t € S.

Definition 7. Let 0 € L, © C L, and H be a CMAEHS with state space S. We
say that H is a CMAEHS for 6, or that 0 is satisfiable in H, if 6 € H(s) for
some s € S; we say that © is satisfiable in H if © C H(s).

We now prove that 6 € L is satisfiable in a pseudo-CMAEM iff there ex-
ists a CMAEHS for 6. Given a pseudo-CMAEM M = (X,5,{RE} sep+ (s,
{RG} scp+(s), AP, L), we define the extended labeling function Lt : S +— P(L)
on M as follows: Lt (s) = {¢ | M,sl-¢}. It is routine to check the following.

Lemma 1. Let M = (X, S, {RE} scp+(5), {RG} acp+(5). 4P, L) be a pseudo-
CMAEM satisfying 0 and let L™ be the extended labeling on M. Then, (X, S,
{RE} sep+ (), ARG} aep+(x), LT) is a CMAEHS for 0.

Now, we argue in the opposite direction.

Lemma 2. Let 6 € L be such that there exists a CMAEHS for 6. Then, 0 is
satisfiable in a pseudo-CMAEM.

Proof. Let H = (2, 5,{RE} aep+(5), {RG} aep+(x), H) be an CMAEHS for 6.
We construct a pseudo-CMAEM M’ satisfying 6 out of H as follows.

First, for every A € P+(X), let R’P be the reflexive, symmetric, and tran-
sitive closure of |J acpRE and let R’ be the transitive closure of |J 4eaRP.
Notice that RY C R'P and RG C R for every A € PT(X). Second, let
L(s) = H(s) N AP, for every s € S. It is then easy to check that M’ =
(2, S ARPY aep+ (), RS} aep+(x), AP, L) is a pseudo-CMAEM.

To complete the proof of the lemma, we show, by induction on the structure
of x € L that, for every s € S and every x € L, the following hold:
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(i) x € H(s) implies M’, s IF x;
(i) —x € H(s) implies M’, s IF —x.

Let x be some p € AP. Then, p € H(s) implies p € L(s) and, thus, M’, s I p; if,
on the other hand, —p € H(s), then due to (H1), p ¢ H(s) and thus p ¢ L(s);
hence, M', s IF —p.

Assume that the claim holds for all subformulae of x; then, we have to prove
that it holds for y, as well.

Suppose that y is . If = € H(s), then the inductive hypothesis immediately
gives us M’, s I+ —¢; if, on the other hand, ==y € H(s), then by virtue of (H2),
o € H(s) and hence, by inductive hypothesis, M’, s I ¢ and thus M, s Ik =—¢.

The case of x = ¢ A9 is straightforward, using (H2).

Suppose that x is D . Assume, first, that Dap € H(s). In view of the
inductive hypothesis, it suffices to show that (s,t) € R’Y implies t € H(t). So,
assume that (s,t) € R'P. There are two cases to consider. If s = ¢, then the
conclusion immediately follows from (H2). If, on the other hand, s # t, then
there exists an undirected path from s to t along the relations RQ,, where each
A’ is a superset of A. Then, in view of (H4), Dap € H(t); hence, by (H2),
p € H(t), as desired.

Assume, next, that “Dap € H(s). In view of the inductive hypothesis, it
suffices to show that there exist t € S such that (s,t) € R'P and —~¢ € H(t). By
(H3), there exists t € S such that (s,t) € RY and —~¢ € H(t). As R C R'P,
the desired conclusion follows.

Suppose now that x is Cap. Assume that Cap € H(s). In view of the in-
ductive hypothesis, it suffices to show that if ¢ is A-reachable from s in M’,
then ¢ € H(t). So, assume that either s = ¢ or, for some n > 1, there exists a
sequence of states s = Sg, $1,.-.,8n-1,S, = t such that, for every 0 < i < n,
there exists a; € X such that (s;,s,41) € R;? . In the former case, the desired
conclusion follows from (H2). In the latter case, we can show by induction on
0 <i < nthat Dy, (p ACap) € H(s;). Then, Dy, (@ ACayp) € H(sp—1), and
thus, in view of (H4) and (H2), p € H(?).

Assume, on the other hand, that ~C ¢ ¢ H(s). Then, the desired conclusion
follows from (H6), the fact that RG C RS, and the inductive hypothesis. O

Theorem 1. Let 8 € L. Then, 0 is satisfiable in a pseudo-CMAEM iff there
exists a CMAEHS for 0.

Proof. Immediately follows from Lemmas [I] and O

4 Equivalence of CMAEMs and Pseudo-CMAEMs

In the present section, we prove that pseudo-CMAEMs and CMAEMs satisfy the
same sets of formulae. The right-to-left direction is immediate, as every CMAEM
is a pseudo-CMAEM. For the left-to-right direction, we use a modification of
the construction from [3, appendix Al] to show that if § € L is satisfiable in
a pseudo-CMAEM, then it is satisfiable in a “tree-like” pseudo-CMAEM that
actually turns out to be a bona-fide CMAEM.
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Definition 8. Let M = (X,5{RE}sep+(5):{RG}aep+(5), 4P, L) be a
(pseudo-) CMAEM and let s,t € S. A maximal path from s to ¢t in M is a
sequence $ = Sg, Ag, S15- -+ 8n—1,An_1,8, = t such that, for every 0 < ¢ < n,

(8i,Sit1) € ng but (si, si+1) € RE does not hold for any B with A; C B C X.
A segment p' of a mazximal path p starting and ending with a state is a sub-path
of p.

Definition 9. Let p = so, Ag ..., Ap—1, Sn be a mazimal path in M. The reduc-
tion of p is obtained by, first, replacing in p every longest sub-path sp, Ap, Spy1,. ..,

Apiqg—1,Sptq Such that s, = spy1 = ... = Spiq With s, (i.e., removing loops)
and, then, by replacing in the resultant path every longest sub-path s;, Aj, Sj+1,
ey Ajer,h Sj+m such that Aj = Aj+1 =...= Aj+m,1 with Sj, Aj7 Sj+m (i.e.,

collapsing multiple consecutive transitions along the same relation with a single
transition). A mazimal path is reduced if it equals its own reduction.

Definition 10. A (pseudo-)CMAEM M is tree-like if, for every s,t € M, there
exists at most one reduced mazximal path from s to t.

Lemma 3. If 0 € L is satisfiable in a pseudo-CMAEM, then it is satisfiable in
a (tree-like) CMAEM.

Proof. Suppose that 6 is satisfied in a pseudo-CMAEM M = (£, S,{RE} 4cp+ (5,
{Ri}Aefp+(2),AP,L) at state s. To build a tree-like CMAEM satisfying 6, we
use a modification of the tree-unraveling. The only difference between our con-
struction and the standard tree-unraveling is that the state space of our tree
model is made up of all mazimal paths in M rather than all paths whatsoever.

Let M' = (2,58 {RP} aep+(5): {RS } aep+(5), AP, L') be the submodel of
M generated by s. Then, M’, s I 6 since M and M’ are locally bisimilar at s.
Next, we unravel M’ into amodel M” = (£, 5" {R4P} acp+(5): {RA Y aep+(5)
AP, L") as follows. First, call a maximal path p in M’ an s-max-path if the first
component of p is s. Denote the last element of p by I(p). Notice that s by itself is
an s-max-path. Now, let S” be the set of all (not necessarily reduced) s-max-paths
in M’. For every A € PH(X),let R*E = {(p,p') | p,p' € S"and p' = p, A,1(p) }
and let, furthermore, R’A"D to be the reflexive, symmetric, and transitive closure
of R*Z. Notice that (p, p’) € R’4P holds iff one of the paths p and p’ extends the
other by a sequence of A-steps. Therefore, two different states in S” can only be
connected by R’{P for at most one maximal coalition A. Further, we stipulate the
following downwards closure condition: whenever (p,7) € R'4? and B C A, then
(p,7) € RYP . The relations R/, are then defined as in any CMAEF. To complete
the definition of M”, we put L"(p) = L'(I(p)), for every p € S”.

It is clear from the construction (namely, from the above downwards closure
condition) that M” is a pseudo-CMAEM. We now show that it actually is a
(tree-like) CMAEM and that it satisfies 6. To prove the first part of the claim,
we need some extra terminology.

We call a maximal path p1, A1, p2, ..., An_1, pn in M primitive if, for every
0 < i < n, either (pi,pit1) € R*Y or (piy1,p:)) € R*E . A primitive path
p1, A1, p2, .y Ap_1, pn is non-redundant if there is no 0 < i < n such that
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pi = pivo and A; = A;y1. Intuitively, in a non-redundant path we never go
from a state p (forward or backward) along a relation and then immediately
back to p along the same relation. Since the relations R*% are edges of a tree,
it immediately follows that:

(1) for every pair of states p,7 € S”, there exists at most one non-redundant
primitive path from p to 7.

Lastly, we call a primitive path p1, 4, pa, ..., A, p, an A-primitive path.

We will now show that maximal reduced paths in M” stand in one-to-one
correspondence with non-redundant primitive paths. It will then follow from (%)
that maximal reduced paths between any two states of M’ are unique, and
thus M" is tree-like, as claimed. Let P = p1, A1,..., An_1, pn, where p1 = p
and p, = 7, be a maximal reduced path from p to 7 in M”. Since (p;, pi+1) €
Rffl? , there exists a non-redundant A;-primitive path from p; to p;11, which in
view of (1) is unique. Let us obtain a path P’ from p to 7 by replacing in P
every link (p;, Ai, pi+1) by the corresponding non-redundant A;-primitive path
from p; to p;y1. Call P’ an expansion of P. In view of (I), every path has a
unique expansion. Now, it is easy to see that P is a reduction of P’. Since the
reduction of a given path is unique, too, it follows that there exists a one-to-one
correspondence between maximal reduced paths and non-redundant primitive
paths in M”.

Next, we prove that R’}? = aeaRZP for every A € P(X), and hence M”
is a CMAEM. The left to right inclusion is immediate from the construction
(namely, the downward saturation condition). For the opposite direction, assume
that (s,t) € R”P holds for every a € A. Then, for every a € A, there exists a
path, and therefore a maximal reduced path, from s to t along relations R*%,
such that a € A’. As M" is tree-like, there is only one maximal reduced path
from s to t. Therefore, the relations R, linking s to ¢ along this path are such
that A C A’ for every A’. Then, by the downwards closure condition, there is a
path from s to ¢ along the relation R’} and, hence, (s,t) € R’;P, as desired.

Finally, it remains to prove that M” satisfies §. First, notice that (p,7) €

"\ iff there exists an A-primitive path from p to 7; hence, as every R/, is an
equivalence relation, if (p,7) € R}, then (I(p),l(7)) € R/;. It is now easy to
check that the relation Z = { (p,l(p) | p € S”} is a bisimulation between M"
and M. Since (s,1(s)) € Z, it follows that M” s IF 6, and we are done. |

Theorem 2. Let 6 € L. Then, 0 is satisfiable in a CMAEM iff there exists a
Hintikka structure for 6.

Proof. Immediate from Theorem [l and Lemma [3] O

5 Tableaux for CMAEL(CD)

5.1 Basic Ideas and Overview of the Tableau Procedure

The tableau procedure for testing a formula 8 € L for satisfiability attempts
to construct a non-empty graph 7Y (called tableau) representing all possible
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CMAEHSs for 8. The procedure consists of three major phases: construction,
prestate elimination, and state elimination. During the construction phase, we
build the pretableau P?—a directed graph whose nodes are sets of formulae
of two types: states and prestatesg. States represent (labels of) states of the
CMAEHSSs that the tableau attempts to construct, while prestates are “embryo
states”, expanded into states in the course of the construction. Formally, states
are expanded (recall Definition []), while prestates need not be so. During the
construction phase, we produce a directed graph P?—called the pretableau for
6—whose set of nodes properly contains the set of nodes of the tableau 77 we
are building. During the prestate elimination phase, we create a smaller graph
79 out of P, called the initial tableau for 6, by eliminating all the prestates
of P? and adjusting its edges, as prestates have already fulfilled their role and
can be discharged. Finally, during the state elimination phase, we remove from
7¢ all states, if any, that cannot be satisfied in any CMAEHS, for one of the
three reasons discussed below. The elimination procedure results in a (possibly
empty) subgraph 79 of 77, called the final tableau for 0. If some state A of T
contains 6, we declare # satisfiable; otherwise, we declare it unsatisfiable.

The philosophy underlying our tableau algorithm stems from the one un-
derpinning the tableau procedure for LTL from [I2], also recently adapted to
Alternating-time temporal logic ATL in [4] and to a fragment of CMAEL(CD)
in [5]. The constructions from these papers, however, can not be directly trans-
ferred to the case of CMAEL(CD), for reasons explained below.

Usually, a tableau checks for satisfiability by decomposing the input formula
into “simpler” ones. In the classical propositional case, “simpler” implies shorter,
thus ensuring the termination of the procedure. Another feature of the tableaux
for classical propositional logic is that the decomposition into simpler formulae
results in a tree representing an exhaustive search for a Hintikka set (the classical
analogue of Hintikka structures) for the input formula 6. If at least one leaf of
the tree turns out to be a Hintikka set for @, it is pronounced satisfiable.

These two features of the classical tableau method do not apply to logics
containing fixed point operators, such as C4.

First, decomposing of a formula C4¢ produces formulae of the form D, (¢ A
Cay), which are not simpler than the initial formula; rather, they represent the
unfolding of the monotone operator whose fixed point is C 4. Hence, we cannot
take termination for granted and need to put a mechanism in place that would
guarantee it. In our tableaux, this mechanism is based on the judicious reuse
of (pre)states. Unlike the tableaux from [I2] and [4], where these are reused
without any restrictions, reusing (pre)states in tableaux for CMAEL(CD) is
not always safe; hence, we will have to place some conditions on such reuse. These
conditions, while strict enough to make reusing (pre)states safe, are permissive
enough to guarantee the termination of the procedure.

2 We use “(pre)state” to refer to either state or prestate. The term “(pre)state” denotes
both a node of the tableau, which is a set of formulae, and that same set of formulae.
Since set-theoretically identical sets may appear as different nodes in the tableau,
to avoid ambiguity, we sometimes refer to the sets as “labels” of given (pre)states.
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Second, in the classical case, the only reason why the tableau might fail to
produce a Hintikka set for the input formula is that every attempt to build such
a set results in a collection of formulae containing a patent inconsistency—a pair
of formulae ¢, . In the case of CMAEL(CD), there are two other reasons,
as the tableau is meant to represent CMAEHSSs, more complicated structures
than Hintikka sets. One reason has to do with eventualities: the presence of
an eventuality -C4¢p in the label of a state s of a CMAEHS H requires the
existence in H of an A-path from s to a state ¢ whose label contains —p. The
analogue of this condition in the tableau is called realization of eventualities.
Thus, all eventualities in a tableau should be realized in order for the tableau to
be “good”, i.e., to eventually produce a Hintikka structure. The other reason for
a tableau to be “bad” has to do with successor nodes—it may so happen that
some of the successors of a node s, necessary for the satisfaction of s, turn out
to be unsatisfiable; a “good” tableau can not contain such a node.

5.2 Construction Phase

As already mentioned, the tableau procedure attempts to produce a compact
representation of all possible CMAEHSSs for the input formula; in this attempt,
it organizes an exhaustive search for such CMAEHSs. The pretableau P? built
at this phase contains two types of edge, as well as two types of node (states and
prestates).

One type of an edge, depicted by unmarked double arrows =, represents the
expansion of the tableau as a search tree. The exhaustive search considers all
possible alternatives arising when prestates are expanded into states by branch-
ing in the disjunctive cases. Thus, when we draw a double arrow from a prestate
I to states A and A’ (depicted as I' = A and I' = A, respectively), this
intuitively means that, in any CMAEHS, a state satisfying I" has to satisfy at
least one of A and A'.

The second type of an edge represents transition relations in the CMAEHSs
which the procedure attempts to build. Accordingly, this type of edge is repre-
sented by single, bi-directed (as such transitions are ultimately meant to give
rise to symmetric relations) arrows marked with formulae whose presence in one
of the end nodes requires the presence in the tableau of the other end node,
reachable by a particular relation. All such formulae have the form =D 4¢ (as
can be seen from Definition [@). Intuitively, if -D ¢ € A, then some prestate
I" containing —¢ must be accessible from A by REY; the reason we mark this
single arrow not just by the coalition A, but by formula =D 4¢, is that it helps
us remember not just what relation connects states satisfying A and I", but why
we had to create this particular I'. This information will be needed when we
start eliminating prestates and then states.

Definition 11. Let X and X' be two (pre)states of the pretableau and let A C X
be a coalition of agents. We say that X' is A-reachable from X if there exists a
sequence of (pre)states X = Xo, X1, ..., Xm = X' such that for every 0 < i < m,

—-Dg, pi

either X; = X411 or X; «—  X;y1 for some B; 2 A and ¢; € L.
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If X' is O-reachable from X, we say that X is a predecessor of X'.
The immediate predecessor states of a given prestate are called its parents;
likewise for the immediate predecessor prestates of a given state.

Definition 12. Let X and X' be (pre)tates of a pretableau such that X' is A-
reachable from X. A defect with respect to X and X' in the pretableau is a pair
of formulas (D, —)) such that Dy € X and — € X’ or vice versa.

We are now in a position to state our construction rules. The first rule, (SR),
prescribes how to create states from prestates. Given a set I' C L, we say that
A is a minimal expansion of I' if A is (not necessarily fully) expanded, I" C A,
and there is no A’ such that I' C A’ € A and A’ is expanded.

Rule (SR) Given a prestate I, do the following:

1. Add all minimal expansions A of I as states;

for each so obtained state A, put I' = A;

3. if, however, the pretableau already contains a state A’ which is a predecessor
of I'; has the same label as A, and is such that adding an =—--edge from
I" to A’ does not create any defect with respect to I" and A’, then do not
create a state with a label A, but put I' = A’.

[\

We denote by states(I") the (finite) set {A| I’ = A}.

The second construction rule, (DR), prescribes how to create prestates from
states. This rule does not apply to patently inconsistent states, as such states
cannot be satisfied in any CMAEHS.

Rule (DR): Given a state A which is not patently inconsistent and -D 4¢ €
A, do the following;:

1. Create a new prestatd] I" = {=¢} UU arca{Dat| Dayp € A} U

U A’gA{_‘DA’w ‘ —|DA/¢ c A and —|DA/¢ 7& _\DA(p};
2. connect A to I with 2

3. if, however, the pretableau already contains a prestate I which is a prede-

cessor of A, has the same label as I', and is such that adding an j&?p—edge

from A to I'” does not create any defect with respect to A and I/, then do

not add a prestate with label I', but simply connect A to I/ with By

Notice that the rules (SR) and (DR) have two built-in conditions for reusing
states and prestates. First, we only reuse the predecessors of a given (pre)state,
which amounts to looping back to the same branch of the pretableau tree—the
reuse of (pre)states from other branches is not allowed. Secondly, we only loop
back when this does not create a defect in the pretableau. These two conditions
are needed to make our procedure sound. Notice that there no conditions on
reuse of (pre)states in the tableau procedures in [I2] and [4].

3 This clause propagates the subformulae —D 4,7 without this being absolutely nec-
essary. The rule can be optimized, but in its present form it significantly simplifies
proving completeness of the procedure.
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When building a tableau for § € £, the construction phase begins with cre-
ating a single prestate {6}. Afterwards, we alternate between (SR) and (DR):
first, (SR) is applied to the prestates created at the previous stage of the con-
struction, then (DR) is applied to the states created at the previous stage. The
construction phase comes to an end when every prestate required to be added
to the pretableau has already been added (as prescribed in point 3 of (SR)), or
when we end up with states to which (DR) does not apply.

5.3 Termination of the Construction Phase

To show that the construction stage terminates, we use the concept of an ex-
tended closure of a formula.

Definition 13. Let 8 € L. The closure of 0 is the least set of formulae cl(6)
containing 0, closed under subformulae, and satisfying the following condition:
if Cap €cl(0), then Da(p A Cap) € cl() for every a € A.

The extended closure of 8, denoted ecl(9), is the least set such that p,—p €
ecl(9) for every ¢ € cl(9).

Proposition 1. The construction of P? terminates for every formula 9.

Proof sketch. Clearly, ecl(8) is finite. Therefore, the set of states and prestates of
PY is finite since they are all subsets of ecl(f). Then, to prove that P? is finite
and, hence, the construction phase terminates, it is suffices to show that on every
branch of P?, we reuse each (pre)state only finitely many times. This will imply
that every branch of P? is finite and hence, by Kénig’s lemma, P? itself is finite.

We only consider the case of reusing prestates; the case of reusing states is
very similar. Suppose that a state A needs an A-successor prestate and has a pre-
decessor prestate I" with the same label. Suppose that reusing I" would create a
(not previously existing) defect (D 1), —p) with respect to I and A. This is only
possible if A is C-reachable from I" for some coalition C' such that B C A U C,
while B A (otherwise I" would not be consistent and not B € C (otherwise,
the defect is already there). Then, instead of reusing I', the rule (DR) creates
a new prestate I/ with the same label as I, which is an A-successor of A. But
then, next time when a successor prestate with the label of I" is needed further
down the same branch, reusing I" would be safe, because the A-transition from
A to I'” breaks the path B-path from I to the current prestate, thus preventing
the same defect from occurring. Thus, the number of defects that can arise as a
result of reusing prestates has decreased, so eventually no defects will be possible
as a result of reusing prestates on the given branch, hence the creation of new
prestates on this branch will come to an end. O

5.4 Prestate Elimination Phase

At this phase, we remove from P? all the prestates and unmarked arrows, by
applying the following rule (the resultant graph is denoted 7 and called the
initial tableau):
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(PR) For every prestate I" in P?, do the following:

1. Remove I from PY;
2. If there is a state A in P? with A <X I', then for every state A’ € states(I"),
put A <5 A

5.5 State Elimination Phase

During this phase, we remove from 7 states that are not satisfiable in any
CMAEHS. Recall, that there are three reasons why a state A of 7 can turn
out to be unsatisfiable: A is patently inconsistent, or satisfiability of A requires
satisfiability of some other unsatisfiable “successor” states, or A contains an
eventuality that is not realized in the tableau. Accordingly, we have three elim-
ination rules, (E1)—(E3).

Formally, the state elimination phase is divided into stages; we start at stage 0
with 7¢; at stage n+ 1, we remove from the tableau 7,% obtained at the previous
stage exactly one state, by applying one of the elimination rules, thus obtaining
the tableau T,?H. We state the rules below, where SY denotes the set of states
of T,0.

(E1) If {¢, ~p} C A €S2, then obtain 7,%, | by eliminating A from Z,%.

(E2) If A contains a formula x = =D ¢ and all states reachable from A
by single arrows marked with y have been eliminated at previous stages, obtain
7., by eliminating A from 7,¢.

For the third elimination rule, we need the concept of eventuality realization.
We say that the eventuality ¢ = =C 4 is realized at A in 7, if either = € A or
there exists in 7,7 a finite path Ag, Ay, ..., A, such that Ag = A, —¢ € A,,, and
for every 0 < i < m there exist x; = Dp,1; such that B; C A and A; X Aiga.

(E3) If A € SY contains an eventuality =Ca¢ that is not realized at A in
7,7, then obtain 7,%, | by removing A from 7,%.

We check for realization of ¢ by running the following procedure that marks
all states that realize an eventuality ¢ in 7,%. Initially, we mark all A € S? such
that —p € A. Then, we repeatedly do the following: if A € S? is unmarked and

there exists at least one A’ such that A 22y A’ for some B C A and ¢ € £ and
A’ is marked, then A gets marked. The procedure ends when no more states get
marked. Note that marking is carried out with respect to a fixed eventuality &
and is, therefore, repeated as many times as the number of eventualities in (the
states) of a tableau.

We have so far described individual rules; to describe the state elimination
phase as a whole, we must specify the order of their application. First, we apply
(E1) to all the states of 7; once this is done, we do not need to apply (E1)
again. The cases of (E2) and (E3) are more involved. After having applied
(E3) we could have removed all the states accessible from some A along the
arrows marked with some formula x; hence, we need to reapply (E2) to the
resultant tableau to remove such A’s. Conversely, after having applied (E2),
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we could have thrown away some states that were needed for realizing certain
eventualities; hence, we need to reapply (E3). Therefore, we need to apply (E3)
and (E2) in a dovetailed sequence that cycles through all the eventualities.
More precisely, we arrange all eventualities occurring in the tableau obtained
from 77 after having applied (E1) in a list: &,...,&y,. Then, we proceed in
cycles. Each cycle consists of alternatingly applying (E3) to the pending even-
tuality (starting with &), and then applying (E2) to the resulting tableau,
until all the eventualities have been dealt with. These cycles are repeated un-
til no state is removed in a whole cycle. Then, the state elimination phase
is over.

The graph produced at the end of the state elimination phase is called the
final tableaw for 6, denoted by T?, and its set of states is denoted by S9.

Definition 14. The final tableau T? is open if § € A for some A € SY; other-
wise, T? is closed.

The tableau procedure returns “no” if the final tableau is closed; otherwise,
it returns “yes” and, moreover, provides sufficient information for producing a
finite model satisfying 6; that construction is sketched in Section

6 Soundness, Completeness, and Complexity

The soundness of a tableau procedure amounts to claiming that if the input
formula @ is satisfiable, then the tableau for 6 is open. To establish soundness of
the overall procedure, we use a series of lemmas showing that every rule by itself
is sound; the soundness of the overall procedure is then an easy consequence.
The proofs of the following two lemmas are straightforward.

Lemma 4. Let I' be a prestate of P? such that M,s |- I for some CMAEM
M and s € M. Then, M, s |- A holds for at least one A € states(I").

Lemma 5. Let A € S§ be such that M,s |- A for some CMAEM M and
s € M, and let "D ap € A. Then, there exists t € M such that (s,t) € RE and
Mt I {=p} U U aca{Dat | Dap € A} U U arca{ -Dap | -Dartp €
A and =D gp # -Dyp }.

Lemma 6. Let A € S§ be such that M,s |- A for some CMAEM M and
s €M, and let =Cap € A. Then, ~Cap is realized at A in T,?.

Proof idea. As =C 4 is true at s, there is a path in M from s leading to a state
satisfying —. As the tableaux organize the exhaustive search, a chain of tableau
states corresponding to those states in the model will be produced. o

Theorem 3. If 6 € L is satisfiable in a CMAEM, then T? is open.
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Proof sketch. Using the preceding lemmas, show by induction on the number of
stages in the state elimination process that no satisfiable state can be eliminated
due to (E1)—(E3). The claim then follows from Lemma [ O

The completeness of a tableau procedure means that if the tableau for a formula
0 is open, then 0 is satisfiable in a CMAEM. In view of Theorem [, it suffices to
show that an open tableau for 6 can be turned into a CMAEHS for 6.

Lemma 7. If T? is open, then there exists a CMAEHS for 6.

Proof sketch. The CMAEHS H for 6 is built out of the so-called final tree com-
ponents. Each component is a tree-like CMAES with nodes labeled with states
from S?, and is associated with a state A € S and an eventuality ¢ € cl(#) (such
a component is denoted by Th¢). If € ¢ A, then Th ¢ is a simple tree, whose
root is labeled with A, that has exactly one leaf associated with each formula
—D 4% marking an arrow from A to some A’ € §?; this leaf is labeled by A’ and
connected to the root by relation RY. If £ € A, take the chain realizing x at A
and give each node “enough” successors, as prescribed above for simple trees.
The crucial fact is that if £ is an eventuality in A that is not “realized” inside
T, then & belongs to every leaf of T'h ¢. This allows us to stitch up all the
TA¢’s into a Hintikka structure. The procedure is recursive. All the eventualities
are queued. We start from the component uniquely associated with 6 (say, we
take Ta 9 where A is the least numbered state containing #; such a state exists
as the tableau is open) and then replace each leaf of the structure built so far
with the component associated with the set marking the leaf and the pending
eventuality. The procedure is repeated in cycles until we have attached enough
components to realize all eventualities. To obtain a CMAEHS, we put H(A) = A
for all A’s, where A denotes the full expansion of A. o

Theorem 4 (Completeness). Let 0 € L and let T? be open. Then, 0 is satis-
fiable in a CMAEM.

Proof. Immediate from Lemma [ and Theorem O

As for complexity of the procedure, for lack of space, we only state that our
procedure runs in exponential time, which together with the lower bound from [§]
implies that CMAEL(CD)-satisfiability is ExpTime-complete.

7 Example

Let 0 = =Dy4,0}Cyap30 A Crapy (P A q), where X = {a, b, c}. To save space, we
replace ¢ by the set of its conjuncts © = {=Dy4,c3Cia,63P: Capy (P A @)} The
picture on the left below represents the final pretableau for @, while the picture
on the right represents the initial tableau. Under the pictures, we list formulae
that occur in the labels of states and prestates.
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X0 = "Dy, Capyp; X1 = "Da(p A Capyp); x2 = "Du(p A Crapyp);
It = {7 Dy4,c} Cia,3P: Crapy (0 A @) 5
Ao = {"Dya,c}Cla,5}P, Crap3 (P A Q). Da[(p A @) A Clapy(p A )],
Du[(pA @) ACrapy (@A Q] (A Q) AClapy(pAa), (D Aa),p,q};
I = {=Ca,p3p, Da[(p A @) A Clapy (P A )]}
A1 = {~Cap3p, Dal(p A @) AClapy (P A @), "Da(p A Crapyp), (0 Aq) ACrapy(pAq),
(P AQ)sp,q, C{a 5 (A, Du[(pAqg) A Crapy(pA g}
As = {=Cap3p, Dal(p A @) AClapy (P A @)], "Di(p A Crap3p), @ A q) A Crapy(p A q),
PAND,P, 4, Crapy(PAQ),Du[(pAg) AClrapy(p A )]}
Iy =15 = {~(p A Ctapyp); Dal(p A q) A Crapny(p A )]}
I3 =I5 ={=(p AN Cia,p3p), Do[(p A @) A Ciapr (P A )]}
Ay = Ay =AY =AY = {-p,Da[(pA @) AClay(PAQ)], A @) A Crapy(pAq),
(P Aq),p,q, C{a,b}(p ANg), Do[(PAq) A Crapy(p A )]}
A4 = ﬁl = AZ = {“C{a,b}p7Da[(p A q) A C{a,b} (p A q)]? “Da(p A C{a,b}p)7
PAQDACiapy (PN, (A Q)P Ciat (P A @), Du[(pAg) A Crapy (A}
As = A5 = AY = {~Ca,530, Da[(p A @) A Clapy (P A )], " Du(p A Cra,pyp),
(PAG) ANCrapy(Aq), (PAG),p, ¢, Do[(p Aq) A C{a,b}(p Aq)]}-

During the state-elimination phase, states Ag, A5, A%, and A}’ are removed
due to (E1), as they contain a patent inconsistency (p, —p). Then, states Ay, Ag,
Ay, A, A, As, AL, and AY are eliminated due to (E3), as all of them contain
the unrealized eventuality ~Cy, 33 p. Finally, A gets eliminated due to (E2), as it
has lost all its successors along the arrow marked with yo. Thus, the final tableau
for © is an empty graph; therefore, © is unsatisfiable.

8 Concluding Remarks

We have developed a sound and complete, incremental-tableau-based decision
procedure for the full coalitional multiagent epistemic logic CMAEL(CD). We
are convinced that this style of tableaux is more intuitive, practically more effi-
cient, and more flexible than the top-down tableaux, e.g., developed for a frag-
ment of this logic in [§], and therefore suitable both for manual and automated
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execution. In particular, it is amenable to extension with strategic abilities op-
erators of the Alternating-time temporal logic ATL, tableaux for which were
developed in [4]. Merging these two systems is a topic of our future work.
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Abstract. This work defines an extension CERES? of the first-order
cut-elimination method CERES to the subclass of sequent calculus proofs
in second-order logic using quantifier-free comprehension. This extension
is motivated by the fact that cut-elimination can be used as a tool to
extract information from real mathematical proofs, and often a crucial
part of such proofs is the definition of sets by formulas. This is expressed
by the comprehension axiom scheme, which is representable in second-
order logic. At the core of CERES? lies the production of a set of clauses
CL(p) from a proof ¢ that is always unsatisfiable. From a resolution
refutation v of CL(yp), a proof without essential cuts can be constructed.
The main theoretical obstacle in the extension of CERES to second-order
logic is the construction of this proof from ~. This issue is solved for the
subclass considered in this paper. Moreover, we discuss the problems that
have to be solved to extend CERES? to the complete class of second-
order proofs. Finally, the method is applied to a simple mathematical
proof that involves induction and comprehension and the resulting proof
is analyzed.

1 Introduction

The discipline of proof mining deals with the extraction of information from
formal proofs. Different methods have been applied successfully (see [I], [2]).
This work considers the approach of using (partial) cut-elimination to extract
hidden information from proofs.

The first-order cut-elimination method CERES (cut-elimination by
resolution) has several advantages over the traditional reductive cut-elimination
methods: The main computational advantage is that the reductive methods are
subsumed by CERES (i.e. every proof obtained by a reductive method can also
be obtained by CERES, see [2]), and secondly, a non-elementary speed-up over
Gentzen’s method by the use of CERES is possible (see [3]). Another, purely
proof-theoretic, advantage is that a CERES method for a proof system provides
a strong regularity theorem on the structure of cut-free proofs: The result of
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applying CERES is a proof which is composed of instances of (otherwise un-
changed) parts of the original proof. This knowledge about the cut-free proofs
cannot be obtained by traditional reductive methods as they perturb the struc-
ture of the proof. The CERES method has been implemented in the CERES
syste. In this paper, we present the extension of CERES to CERES?, a cut-
elimination method for second-order logic, which is based on a set of clauses that
is extracted from a proof with cuts, the characteristic clause set.

The benefits of CERES? over traditional cut-elimination methods are two-
fold: Firstly, the characteristic clause set can be regarded as the kernel of the
proof with cuts and as such can provide valuable information that a human could
not easily read off of a formal proof (for some evidence supporting this, see [4]
and [5]). Secondly, due to the use of a resolution calculus at the core of CERES?,
theoretical and practical advances in higher-order theorem proving may enhance
the power of the method.

An inherent limitation of the CERES method (and indeed of all first-order
cut-elimination procedures) is that proofs that use comprehension cannot be
handled in a straightforward way, as comprehension is essentially a second-order
property. In CERES?, we will be able to handle such proofs in a natural way.
The subclass of proofs we are considering here is the class of proofs where com-
prehension is restricted to quantifier-free formulas. This choice is motivated in
part by the fact that converting a resolution refutation to a sequent calculus
proof in the presence of arbitrary comprehension (and, therefore, skolemiza-
tion) is problematic. Indeed, it turns out that, in CERES?, the construction of
proof projections is a highly complicated matter, in contrast to the first-order
case.

Note that, due to lack of space, detailed proofs are not developed here, but
can be found in [6].

2 The Second-Order Language

Here, we consider a monadic second-order logic based on Church’s simply typed
A-calculus [7] and fix the set of base types BT := {1, 0}, where ¢ denotes the type
of individuals and o the boolean type. The set 7 of types is built in the usual
inductive way over the BT. In contrast to the second-order logic as defined in
e.g. [8], we include in the language more objects of order < 2 to allow skolem-
ization, although quantification is restricted to individuals and unary predicates
on individuals (i.e. variables of types ¢ and ¢ — o).

We assume given a set of symbols S together with a function 7 : § — 7T
assigning types to symbols, where S can be partitioned into the sets V' (individual
variables), CS (individual constants), F'S™ (function symbols), PC™ (predicate
constants), PV (unary predicate variables) s.t.

1. Forallz € V, 7(x) =,
2. forall ce CS, 7(c) =,

! http://www.logic.at/ceres
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3. forall fe FS", n>1:7(f)=t1 — ... > t, >t wherefor 1 <i<n,t; =1
ort;=1t— o,

4. forall P € PC", n>0: 7(P) =t1 — ... = t, — o where for 1 <i < mn,
t;=tv0rt;=1— o,

5. forall X € PV, 7(X) =1 — o.

We additionally require that each member of this partition is countably infi-
nite. We define PC := J;», PC" and FS :=J;~, FS". The set of expressions &
is defined inductively in the usual way over the set of symbols together with the
symbols =, A, V, —, 3V, A, ., (,) (keeping in mind the restriction on the order of
the types and on the types of the quantified variables). We use infix notation for
familiar function symbols and predicates (e.g. +,=).

Definition 1. The set of second-order formulas or simply formulas SOF :=
{F|Fe&r(F)=o0}.If Fe SOF, F = P(t1,...,tn), P € PCU PV, then F
1s called atomic.

For atomic formulas P(ty, ..., t,) we may also write t; € P(ta,...,t,). We define
the set of lambda terms LT := {t | t € £,t = Mx.F,7(F) = o} and the set of
terms T := {t | t € £,7(t) = ¢}. Polarity of subexpressions w.r.t. formulas and
sequents, strong and weak quantifiers, the scope of quantifiers, closed formulas,
(B-reduction are defined as usual. We assume a variable convention (i.e. variables
are renamed appropriately to avoid conflicts).

As proof system for the input and output proofs of the CERES? method, we
use the sequent calculus LKDe?. This calculus is based on LK? as defined in
[9], which consists of the usual structural, propositional, and first-order rules
together with second-order quantifier introduction rules that incorporate com-
prehension. LKDe? extends LK? by rules for first-order equality handling:

I'-As=t II+ A Als] I'-At=s II+ A A[s]

=17 =:72

I F A, A, Al [T A, A, Al

LKDe? also includes the rules =: [; and =: l5, and rules for the introduction of
definitions (for details, see [10]). All the rules in LKDe? are multiplicative. As
axioms we allow the usual tautological sequents A F A for an atomic formula
A as well as arbitrary atomic sequents without second-order variables (which is
useful for conveniently axiomatizing a background theory). Additionally, if C is a
set of atomic sequents, then we say that 7 is an LKDe?-proof from C if for every
initial sequent S of m, S is either an axiom, or S is in C. As an intermediary
calculus for the construction of a resolution refutation, we use the resolution
calculus discussed in the next section.

3 The Second-Order Resolution Calculus

In this section, we briefly present the resolution calculus we will need for the
CERES? method. Note that in second-order logic, in contrast to first-order logic,
clauses are not closed under substitution, so the transformation of a formula to
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clause form has to be incorporated into the calculus, instead of being used just
in a preprocessing step.

To use a resolution calculus with CERES?, it must be possible to use the
resolution refutation of a particular set of clauses (the characteristic clause set,
see Section M) as the skeleton of an LKDe?-proof that contains no non-atomic
cuts. Intuitively, the following requirements arise:

1. Oauly literals (i.e. atomic formulas and their negations) may be resolved.
2. It must be possible to produce a propositional resolution refutation from
instances of the refuted set of clauses.

Requirement [] stems from the fact that CERES? is a cut-elimination method,
and the resolution rule will be translated to the cut rule in LKDe?. Requirement
is due to the fact that substitution is integrated in the resolution calculus, while
this is not the case with LKDe?2.

The resolution calculus we are considering here is a restricted version of the
higher-order resolution calculus defined by P.B. Andrews in [I1].

Definition 2. We define a clause as a sequent C := Ay,..., A, F B1,..., By,
with A;, B; atomic.

In this paper, the transformation to conjunctive normal form (CNF) is the stan-
dard transformation that preserves logical equivalence.

Definition 3. Let F' be a quantifier-free formula. Let, modulo commutativity
and associatwity of V, CNF(F) = (A} V...V =A, VBIV...VB/)A...A
(mATV...V=AR VBYV...VB). Fori€ {1,...,n}, define the atomic sequent
Ci=Al,... A, & Bi,...,B] . Then the clause form of F is defined as the set
{C1,...,Cn}.

Let S=F1,...,F, F Gy,...,Gy be a quantifier-free sequent, then the clause
form of S is defined as the clause form of (FA A...ANE,) — (G1 V...V Gp).

A substitution is a pair of mappings: The first maps variables to terms, while the
second maps predicate variables to lambda terms. The result of the application
of a substitution o to an expression e is e after replacing all variables by the
respective terms and all predicate variables by the respective lambda terms and
reducing to G-normal form, this will be denoted by eo. A substitution is called
quantifier-free if all the (lambda-)terms are quantifier-free.

Definition 4. We define the application of a quantifier-free substitution o to a
set of clauses C = {C1,...,Cy}, denoted S(C, o), as the clause form of the set of
quantifier-free sequents {C4o,...,Cpo}. Note that this includes transformation
to CNF, therefore |S(C,o)| > |C|.

With this definition, we can state the rules of our resolution calculus.
Definition 5. In the following, C, D are clauses.

1. C is called instance of D if there exists a quantifier-free substitution o s.t.

C e S({D},0).
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2. C is called p-reduct of D if C is D after omission of some multiply occuring

atomic formulas on either side of the sequent.
3. Let L be an atom formula, C = I''L + A and D = I'" v+ L,4A’, then the
clause I, T" = A, A’ is called a resolvent of {C, D}.

Note that we defined resolution without the principle of most general unification
(mgu). While the mgu-principle is vital to proof search, the proof transformations
in CERES and CERES? require resolution proofs after application of global
unifiers. Of course, this definition does not exclude the use of mgu-based provers
in the phase of proof search.

Additionally, we use paramodulation rules that allow equality reasoning on the
term level. The paramodulation rules are just the restrictions of the equational
rules of LKDe? to atomic sequents. With this, we can define the notion of a
deduction in this calculus:

Definition 6. Let C be a set of clauses and let C be a clause. A sequence
C4,...,C, is called an R-deduction of C' from C if it fulfills the following con-
ditions: Cp, = C and for alli=1,...,n:

— C;eC or

— Cj is an instance or a p-reduct of C; for some j <14 or

— C; is a resolvent of {Cj,Cx} for some j,k <i or

— C; is the result of paramodulation of {C;,Cy} for j, k <.

An R-deduction of the empty sequent = from C is called an R-refutation of C.

Finally, we state some lemmas that show that R-deductions can be transformed
to LKDe?-proofs. These will be useful for showing the effectiveness of the
CERES? method in the next section.

Lemma 1. Let C = I'+ A be a clause, D be a set of clauses, 1 be a LKDe?-
proof of I IT = A, A from D with only quantifier-free cuts, let o be a quantifier-
free substitution whose domain contains mo variable which occurs free in IT U A
and let I'* = A* € S({C},0). Then we can construct an LKDe?-proof *
of I'*, I + A, A* from S(D, o) with only quantifier-free cuts and with |¢*| <
|| +p(|T'c b Acl), where p is exponential if o substitutes for a predicate variable
in D, and polynomial otherwise.

Proof. By simulating the conjunctive normal form transformation in LKDe?
using cuts. For a complete proof, see [6].

Note that this result is weaker than the corresponding result in first-order logic:
the proofs constructed in that setting do not contain any cuts. Still, as our
interest is the extraction of information, this result suffices, as quantifier-free
cuts do not contain interesting mathematical information.

Lemma 2. Let R be an R-deduction of I' = A from a set of clauses C. Then
there exists an LKDe?-proof 1 of I' = A from D containing quantifier-free cuts
only, where D = {D | D € §(C, o) for some quantifier-free c}.

Proof. By using Lemma [I] to replace instantiations, replacing resolution with
cut, replacing paramodulation by the equality rules, and replacing p-reducts by
contractions. For a full proof, see [6].
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4 The CERES? Cut-Elimination Method

We now define the CERES? method, which will turn out to be a cut-elimination
method for LKDe?2-proofs using quantifier-free comprehension.

Definition 7. Let (R) be a weak second-order quantifier rule

AX =X FY,TEA IHAAX < F}
wvx)arra Vi reAGEx)A 00T

then (R) is called quantifier-free if F does not contain quantifiers. We call an
LKDe?-proof 7 a QFC-proof if all its weak second-order quantifier rule appli-
cations are quantifier-free.

Note that as we allow non-tautological axioms, it is not in general possible
to eliminate all cuts. This leads to the following notion: An LKDe2-proof 7 is
called in atomic cut normal form (ACNF) if all cut-formulas of 7 are atomic. An
important technical tool in the CERES? method is the skolemization of proofs:
this transformation removes strong quantifier rules from proofs and replaces the
respective variables by Skolem terms.

Definition 8. Let v be an LKDe?-proof. If the active formulas of all strong
quantifier rules in 1 are ancestors of cut-formulas, then 1 is said to be in Skolem
form.

The following proposition shows that from a QFC-proof, we can indeed obtain
a proof in Skolem form. Proofs in Skolem form allow the definition of proof
projections by leaving out rules from the proof, as no eigenvariable violations
can occur by doing so. This will be necessary to construct sound proofs in Def-
inition We use the structural skolemization operator sk on formulas and
sequents, where sk replaces the strongly quantified variables by Skolem terms
and drops the corresponding quantifiers (see [12]).

Proposition 1. For every QFC-proof 1 of S there exists a QFC-proof ¢’ of
sk(S) in Skolem form.

Proof. We obtain ¢’ from 1) by dropping the strong quantifier rules going into
the end-sequent and, on the path to the end-sequent, replacing the strongly
quantified variables by the respective Skolem terms. For example, if S contains
a positive occurrence a of (VX)A(X) and the premise of the V2 : r introducing
this quantifier is IT - A, A’(©) and t1,...,t, are the (lambda-)terms eliminated
by introductions of weak quantifiers dominating « and the corresponding skolem

term in sk(S) is Az.P(z,71,...,T,), then we remove the V2 : r rule, replace its
premise by IT - A, A'(A\z.P(z,t1,...,t,)), and modify the path to the end-
sequent so that the occurrences of t1,...,t, in the Skolem term are eliminated

by the weak quantifier rules. For a full proof, see [6].

Note that in this context, skolemization indeed does preserve validity (in contrast
to what is observed in [I3]), because the proposition we just stated generates a
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proof of the skolemized formula from a proof of the unskolemized formula. As
LKDe? is sound, the transformation is validity preserving. We now define some
notation that will be useful in describing CERES?.

Definition 9. Let p be a unary rule, o a binary rule, ¥, x QFC-proofs, then
p(v) is the QFC-proof obtained by applying p to the end-sequent of v, and
(1, x) is the proof obtained from the proofs 1 and x by applying o.
Let P, Q be sets of QFC-proofs. Then P74 := {74 | o € P}, where )™ 4 is
Y followed by weakenings adding I' = A, and P x,Q := {o(¢, x) | ¥ € P, x € Q}.
LetC={IhF Ay,....,0n AL}, D={IIL - Ay,....II, b A,} be sets of
clauses, then C x D :={I},II; - A;, Aj | i <m,j <n}.

We can now define the main parts of the CERES?-method: the characteristic
clause set and the set of proof projections of a proof w. The former will be
always unsatisfiable and give rise to a resolution refutation, while the latter will
allow the resolution refutation to be transformed into a proof of the end-sequent
of 7.

Definition 10. Let m be a QFC-proof in Skolem form. For each rule p in ,
we define a set of cut-free QFC-proofs, the set of projections P,(m) of m, and a
set of clauses, the characteristic clause set CL,(7) of m, at the position of p.

— If p corresponds to an initial sequent, let I1 = Aq be the part of it which
consists of ancestors of cut formulas, let I's = Ag be the part which consists
of ancestors of the end-sequent of m and define

Pp(ﬂ') = {Fl’FQ}_A27A1}
CLP(’/T) = {Fl H Al}

— If pis a unary rule with immediate predecessor p’ with Py (m)={11,...,¥n},
distinguish:
(a) The active formulas of p are ancestors of cut formulas. Then

Pp(m) :=Pp ()
(b) The active formulas of p are ancestors of the end-sequent. Then

Po(m) i=A{p(¥1), -, p(¥n)}

Note that by assumption, all strong quantifier rules go into cuts, so p
cannot be a strong quantifier rule, so no eigenvariable violation can occur
here.

In any case, CL,(7) := CL, ().

— Let p be a binary rule with immediate predecessors p1 and ps.

(a) If the active formulas of p are ancestors of cut-formulas, let I, F A;
be the ancestors of the end-sequent in the conclusion sequent of p; and
define

Po(r) = Py (1) 242 U P, ()11

For the characteristic clause set, define

CLy(r) == CLy, () U CLy, (r)
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(b) If the active formulas of p are ancestors of the end-sequent, then
Po() = Py (1) % Ppa().
For the characteristic clause set, define
CL, () := CLy, () X CLy, ()

The set of projections of m, P(m) is defined as P,,(m), and the characteristic
clause set of w, CL(m) is defined as CL,,(7), where po is the last rule of m.

Example 1. Consider the proof v:

acEOkFacO . bcOkFbeO .l
Fa€cB,agO b¢ObEOF .
b€6,0¢6—b¢OFacO bePrbeP acPracP .
bEO,(VX)a€X ~beX)ra€d T beP ~acPbePracP
: .
VX)(aeX -beX)FbeO® -acO w2 beP—-a€Pr-beP —-acP ;‘2l
ir :

(VX)a€X beX)F (VX)bEX —a€ X) (VX)beX —a€X)FbeEP—a€P
(VX)(@aEX SbEX)FbEP —a€P

cut

where X, © are predicate variables, a, b are individual constants, P is a predicate
constant, and the lambda terms used in the V2 : [ rules are A\z.x ¢ © and
Azx.x € P. Then

CL)=({FaecO} x{beO@tHuU{-be PtU{ae Pt}
={beOtacOB; FbeP; ac Pt}

and P(¢) contains, among others, the proof

a€OFacO ey be®OFbeO
Fa€®B,a¢g O b¢O,bcOF
beEO,a¢dO® >b¢gOFacO
beO,(VX)(ae X -beX)Fa€O
beO,(VX)(aeX —beX)FbeP —sacPaco

v2 1

Note that for the soundness of Definition [0, we need the assumption that = is in
Skolem form: if this were not the case, violations of eigenvariable conditions could
appear in the projections. We will now prove the main properties of CERES?.

Lemma 3. Let m be a QFC-proof in Skolem form. Then there exists an R-
refutation of CL(x).

Proof. Analogous to the proof of unsatisfiability of CL(w) for first-order logic
in [3] by removing all rules of 7 except the ancestors of the cuts, and removing
all formula occurrences in 7 except the ancestors of cuts, we construct a QFC-
proof ¢ of F from CL(7).

As we know from e.g. [I4], reductive cut-elimination in second-order logic
terminates, so we can apply it to % to eliminate all non-atomic cuts and obtain
a proof 1)’ of k. First, note that 1)’ consists of atomic cut, contraction and
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permutation: weakening is automatically eliminated by cut-elimination. Denote
the set of initial sequents of a proof ¢ by init(¢). We will show that 1)’ can be
transformed into a proof ¥* s.t. init(¢*) consists of quantifier-free instances of
clauses in C. We can then take D as init(¢*). We proceed by induction on the
cut-elimination of 9 to obtain ¢’. As induction invariant, we take the following:
¢’ can be transformed into a QFC-proof * s.t. init(y*) consists of quantifier-
free instances of clauses in C. For the base case, we take ¢* = 1), so as init(y)) =
init(¢*) and ¢ uses quantifier free comprehension, the invariant holds.

1. The cut-eliminiation performs a rank reduction on . Then the initial se-
quents of ¢ and 1’ coincide, except when performing rank reduction over
a contraction: Here, we perform adequate renamings of eigenvariables in v’
to keep regularity and take ¢* = v’. Clearly, init(¢*) consists of init(1))
together with some renamed variants of clauses in init(y), and the lambda
terms of the weak second-order quantifier rules are not changed, so the in-
variant holds.

2. The cut-elimination performs a grade reduction on . The most interest-
ing subcase is: The grade reduction is performed on second-order quantifier
rules. Let 0 = {X <« Az.F'} be the substitution that is applied by the cut-
elimination. By (IH), o is quantifier-free. Let init(¢) = {1 - Ay,..., [h F
Ay} Then

’Lnlt(’(ﬂ/) = {(Fl = Al)O', ey (Fn = An)U}

is a set of propositional sequents, so for 1 < i < n, we have cut-free proofs
@; of (I; F A;)o from S({I; F A;},0). Then take ¥* to be ¢’ where the
leafs are replaced by the respective ;, then

init(®) = SUIL - A}, o) U...USH{In - Ay}, 0)

and the first part of the invariant holds. For the second part, note that as o
is quantifier-free and no new second-order quantifier rules are introduced in
this step, all second-order quantifier rules are still quantifier-free.

¥* readily gives rise to an R-refutation of CL(7): First, derive the necessary
instances of clauses in CL(7) used as leaves of * using instantiation, then, when-
ever atomic cuts are used in ¥*, apply resolution, and whenever contractions are
used in ¥*, apply p-reduction.

Note that this lemma is just a theoretical tool to show the existence of a suitable
refutation — in practice, the reductive methods used in the proof of the lemma
are not used (as can be seen in the analysis of the example in Section [).

We are now ready to define the CERES? method and state our central result.

Definition 11. Let © be a QFC-proof of S. Then the CERES? method is the
following algorithm:

1. Compute a QFC-proof wsy of sk(S).
2. Compute CL(7sy), P(msr).
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3. Compute an R-refutation v of CL(msg).

4. Convert 7y into an LKDe?-proof v' of = from CL(mg).

5. Plug instances of the proofs in P(mwsy) into the leaves of v to obtain a proof
¥ of sk(S) containing quantifier-free cuts only.

6. Perform quantifier-free cut-elimination on v to obtain a proof ¢ of sk(S)
containing no non-atomic cuts.

Let us remark here that in step [, any method for cut-elimination for quantifier-
free cuts can be used (e.g. reductive methods, “zero-th order” CERES). Further-
more, considering that the instantiations of quantifiers are the core information
in a proof, one can even leave out this step as the instantiations in ¢ and ¥
coincide.

Theorem 1. Let 7 be a QFC-proof of S. Then the CERES? method transforms
7 into an LKDeZ-proof ¢ of sk(S) such that ¢ is in atomic-cut normal form.

Proof. Using Proposition [l we convert 7 to ms;. By Lemma [3 there exists an
R-refutation v of CL(7sx). By Lemma 2l from v we can construct an LKDe?-
refutation 7’ of CL(7sk). Every initial sequent of 4/ is either a sequent A - A,
an axiom, or an instance C* of some C' € CL(my;) under a substitution o. Let
C =1IIF Aand sk(S) = I' - A, then by Definition [I0 we have a cut-free
QFC-proof Yo of I'IT + A, A. Let C* = II* + A*, then by Lemma [l we can
construct LKDe?2-proofs yc» of I', IT* - A*, A that contain quantifier-free cuts
only. By plugging these proofs onto the leaves of 74/ and adding contractions at
the end, we obtain an LKDe?-proof of I' - A containing quantifier-free cuts
only. By applying cut-elimination to this proof, we obtain the desired proof ¢.

4.1 Extending CERES?

This work defines a method for cut-elimination for QFC-proofs. A natural ques-
tion is then, whether the method can be extended to stronger comprehension. In
the previous section, it was stated that skolemization is an important technical
tool in the context of the method, as it removes strong quantifier introduction
rules and because of this allows the definition of proof projections without caus-
ing violations of eigenvariable conditions.

When considering comprehension involving quantifiers, proof skolemization
has to be modified to achieve the same effect: it is not enough to skolemize the
end-sequent, as the active formulas of strong quantifier rules may be ancestors
of formulas removed by weak second-order quantifier rules and therefore, the
corresponding strong quantifiers will not be present in the end-sequent.

A tempting idea is, then, to simply skolemize the formulas that disappear
into weak second-order quantifier rules. This approach is investigated in [6] and
it turns out that weak quantifier rules cannot be skolemized within LKDe? in
most cases; the class where this is possible is only slightly larger than QFC and
looks rather unnatural. So either we have to extend proof skolemization to more
involved proof transformations or new techniques for dealing with projections
containing strong quantifier rules have to be developed. A promising approach
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is to use strong quantifier rules which introduce a quantifier not from a free
variable but from a Skolem term as in [13].

5 CERES? Example

We will now apply the CERES? method to a QFC-proof ¢. The proof under
consideration is a proof of the theorem 7 i = ") by the least number
principle. As axioms the proof uses elementary axioms of arithmetic such as
associativity and commutativity of + and *, axioms for the neutral elements 0
and 1, and distributivity. The following axioms represent the recursive definition

of the series:
FXn+1)=Xn)+(n+1); -X(0)=0

We write 2 for 14 1. In the proof, x denotes the ancestors of a cut, double lines
indicate applications of propositional rules, and structural rules except cut are
omitted.

P =
®1 P2
LNP v IND* IND*  (Vn)2* X(n) =nx*(n+1)
t
LNP F (Vn)2  5(n) = n* (n + 1) o
where

LNP=(VY)((32)z€eY - 0€Y V(I2)(z2¢Y Az+1€Y))
IND= (VX)0e XAWy)lye X my+1e€X)— (Vyy € X)

This proof uses the fact that the least number principle implies induction as a
lemma; the use of this lemma will be removed by application of the CERES?
method, yielding a new proof that shows that the least number principle implies
the theorem, without the use of induction.

The proof ;1 specified below is exactly the proof of this lemma, and it is a for-
malization of the following argument: Assume the least number principle, and as-
sume that for an arbitrary set X, 0 € X and ify € X, then y+ 1 € X, and assume
for contradiction that X # N. Then the set X = {z | z ¢ X'} (or Az.z ¢ X in the
lambda notation) is not empty, so by the least number principle either

1. 0€ X. But 0 € X by assumption, so 0 ¢ X.
2. Thereis a zs.t. z ¢ X and 2z + 1 € X. But then z € X and by assumption
z+1eX,s0z+1¢X.

So ¢ is

Yo € Xo Fyo € X
cr, 3w N
F(Vy)y € X§,(32)z ¢ Xo h :
—
0e X5, (Vy)(ye Xo —y+1€ Xo)",LNP, + (Vy)y € X}
V2l Az.x ¢ Xo
LNPFO0€e XoNA(Vy)(ly € Xo—y+1€ Xo) — (Vy)y € X§

2.
LNP + IND* Ve
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where
LNP,=32)z2¢ Xo—0¢ XoV (32) (-2 ¢ XoNz+1¢ Xo)

The proof ¢} is

zo € Xo F 20 € X{ zo+1€ XiFzo+1€ Xo
OEXE;'—OEXO Z()EXO—>Zo+1€X6(,‘\Z()$X0/\Zo+1¢X0|— IVl
=l sVl
0€X5,0¢ Xo b (Vy)(y € Xo —»y+ 1€ Xo)",(F2)(~z¢ XoAz+1¢ Xo) .
Vo

0e X, (Vy)(ye Xo—y+1€X0)",0¢ XoV (T2)(—z2¢ XoNz+1¢ Xo) F

This completes the left hand side of the cut, showing that the least number
principle implies induction. The right hand side of the cut is a formalization of

the following induction proof of Y I ;i = "("; D The induction base is trivial.
For the induction step we want to show
n+1 n
1 1 1
Simng1sdy iz CTUOFDED
i=0 i=0

By the induction hypothesis this reduces to showing

nn+1)  m+1)(n+1)+1)
n+1+ 9 = 9

which clearly holds.
The formalization of this argument is the proof s:

2% X(ng) =no * (no +1)* F 2% X(ng) = no * (ng + 1)

©3 Vx)2*« X(z)=x* (x+1)" F (Vn)2+ X(n) =nx*(n+1)
IND: - (Vn)2* X(n) =nx*(n+1)

IND* - (Vn)2* X(n) =nx*(n+1)

V:r,V:l
—

V2l de 2% D(z)=ax* (x+1)

where
IND, =2 X(0)=0x0+1)AV2)2* X(z)=a*(z+1) —
2« X(xz+1)=(+D)*x((z+1)+1) - Vz)2x X(z)=x*(x+1)

We continue with o3 — from this point on, we will omit % as all formula occur-
rences in the following proofs are cut ancestors:

F2x0=0 FO=0x(0+1)
FX0)=0 F2x0=0%(0+1)
F2%X(0)=0x(0+1) w2

F2xX0)=0x(0+ 1A MV2)2*xX(z)=azx(z+1) =2xX(z+1)=(z+1)*((z+1)+1)) A

Note that the left branch of () proves the induction base. The proof 3 will
in turn show the induction step:
F Z(zo + 1) = Z(zo) + (w0 + 1) °h
2% X(xzg) =x0* (o +1)F2xZ(zg+1)=(vo+1)* ((zo+1)+1)
FVz)2*xX(z)=zx(z+1)—=2xX(xz+1)=(x+1)*((z+1)+1))
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where T is a proof of
2% X(xg) =wo* (wo+ 1) F 2% (X(x0) + (xo + 1)) = (o + 1) * (o + 1) + 1)

using purely equational reasoning. This completes the proof .
Skolemization of ¢ (for details on proof skolemization, refer to the proof of
Proposition [ in [6]) yields a proof g of the sequent

(VY)Y (E2)2 €Y —0€Y V(Y)Y AF(Y)+1EY)) k2% 2(s) = s (s + 1)

where f, s are the Skolem symbols. In the proof, the Skolem term f(Az.z ¢ Xj)
replaces the eigenvariable zy and the Skolem term s replaces the eigenvariable ng.

Remark 1. In all models of arithmetic and the left hand side of the sequent, a
suitable interpretation of f will be a function v : P(N) — N such that for all
S € P(N) with S # 0,0 ¢ S, we have v(S) = min(S) — 1. This is an example for
the natural interpretation of Skolem symbols, which in practice is often possible.

The characteristic clause set CL(psx) can be written as:
CL(psk) = CL(p3) U CL(¥3,)

CL(¢%,) = ({0 € Xo b} x {F f(A\z.z ¢ Xo) € Xo; f(Az.x ¢ Xo) + 1€ XoF})
X{}— Yo € Xo}

CL(¢Z) = {2+ X(s) = s* (s + 1) FYU{F Z(z0 + 1) = X(z0) + (z0 + 1)}
U{2 % X(z0) =x0 % (ko + 1) F 2% D(x0) = x0 * (ko + 1)}
U{F 2(0) =0} UPAXg

where PAX g is the set of axioms of arithmetic that are used in the proof (.
Modulo subsumption and tautology deletion, the characteristic clause set is:

CL(psk) ={ 0 € Xo - f(Az.x ¢ Xo) € Xo,yo € Xo; (11)
OEXo,f(A$.$¢Xo)+1 € XoFyo € Xo; (12)
2% X(s)=sx*(s+1)F; (T1)
FX(xo+1) = X(xo) + (zo + 1); (S1)
F X(0) =0} (52)
UPAX'g

where PAX'y is PAX s after subsumption and tautology deletion.

5.1 Refutation of the Characteristic Clause Set

We now define a resolution refutation of the characteristic clause set CL(psk),
using the resolution calculus from Section [3

The clauses (I1) and (12) correspond to the induction axiom, while the clause
(T'1) is the negated theorem. For the refutation we will need the following in-
stances of the induction clauses produced from the substitution
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o= {{yo — sH{Xo— 2+« X(x)=xx(x+1)}):

(I1) 2% X(0)=0%(0+1)
F2+«X(f(T))=f(T)x(f(T)+1),2%x X(s) =s*(s+1)

(I2)2%xX2(0)=0«(0+1),2+«2(f(T)+1)=(fM)+ 1)« ((f(T)+1)+1)
F2xX(s)=sx(s+1)

where T' = Az.—2 % X (x) = x % (x + 1). We start by deriving the induction base
using resolution, for this we need the clauses

(A)F2x0=0; (A2)F0=0x%(0+1)

Note that (A1), (A2) € PAX g. We now use paramodulation from (S2) into (A1)
to derive
(IB1)F2%X(0)=0

Paramodulation from (IB1) into (A2) then yields
(IB) 2% 3(0) = 0% (0+1)
We now resolve both (I1") and (12’) first with (I B) and then with (7'1) to obtain
(IH) F 24 S(H(T)) = £(T) % (f(T) + 1)
(IG) 2+ X(f(T)+ 1) = (M) + 1)« (f(T)+ 1)+ 1) F

Note that (I H) corresponds to the induction hypothesis in the original proof,
while (IG) is the negation of what was proved in the induction step. Towards a
contradiction, we paramodulate (IG) with an instance of the second part of the
definition of the series, (S1), and get

(CD) 2+ (X(AT)+ (M) + 1) =(F(T)+ D)+ ((f(T)+1) +1) =

From clauses from PAX g, it is easy to derive (using paramodulation exclusively)
the clause

(C2)F 2% (X(xo) + (xo+ 1)) = 2% XD(xo) + 2% (9 + 1)
Paramodulation from an instance of (C2) into (C1) yields
(@3) 2+« X(f(T) +2+(f(T)+1) = (D + D+ (ST + 1)+ 1)
We can now use paramodulation to obtain from (C3) and (I H) the clause
(C4) (M) + (D) + D)) +2+«(fM)+1) = D)+ D ((S(D+ D+ D F

which is a wrong arithmetical statement. From clauses in PAX g it is now easy
to derive the dual clause (modulo substitution)

(CO)Fagx(xo+1)+2%(xo+1)=(xo+1)*((xo+1)+1)

We can now resolve (C4) with an instance of (C5) to obtain the empty se-
quent and complete the refutation. Note that although the clauses used in the
refutation correspond to the induction axiom, the proof constructed from the
refutation will be a proof by the least number principle. This will become clear
in the next section.
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5.2 Interpretation of the ACNF

In this section we will indicate the construction of the ACNF from the refutation
of CL(gpsr) produced in the previous section. We will not give the full ACNF in
this section, as it is too large to display comfortably, but we will discuss its key
features.

The key information of a cut-free proof lies in the instantiations of the quan-
tifiers (the other information just pertains to propositional reasoning and struc-
tural manipulation of sequents), so we will investigate a projection that contains
such instantiations, namely the projection ¢[(I1)] to the clause

(I1)=0¢€ Xo - f(S) € Xo,90 € Xo

where S = Az.x ¢ Xj:

Yo € Xo Fyo € Xo
Fyo € Xo,y0 € Xo
F(32)z ¢ Xo, 90 € Xo P
0€ X0,(32)z2¢ Xo = (0¢&€ XoV(~f(S)E€XoNf(S)+1¢ Xo))FH A ;é%lAmmgX
0€ Xo,(VY)((F2)z€Y - (0eYV(fY)EYAFY)+1eY)))F A ’ ’ 0

where A = f(S) € Xo,yo € Xo and ¢ only consists of propositional inferences
from tautological initial sequents. In the refutation, the instance of (/1) un-
der the substitution o = ({yo — s},{Xo — Az.2 % X(z) =z« (x + 1)}) is used,
therefore the projection used in the construction of the ACNF is @[(I1)]o (cf.
Lemmal[l). This yields a projection with a rule application V2 : [ Az.=(2% ¥ (x) =
x % (z + 1)). This use of comprehension is the key point in the argument of the
ACNF: while the proof by induction showed that the formula holds for all n (or
in other words, all n are in the set X), the proof by the least number property
shows that the negation of the formula holds for no n (or that X is empty).

It is interesting to note that no matter what theorem is proved by induction
in the input proof, the proof of LNP I IND remains the same and therefore
also (I1) and ¢[(I1)] remain unchanged. So as long as the clause (I1) is used in
the resolution refutation, the resulting ACNF will contain the above argument
where only the definition of the set X differs.

6 Future Work and Acknowledgment

There is still much to be done: We are working on extending CERES? to larger
classes of proofs and investigating the use of existing higher-order resolution cal-
culi (see e.g. [I5]) with CERES?. For semi-automated application of the method,
it will be necessary to replace the unrestricted substitution of our resolution cal-
culus by unification (see e.g. [16]). Also, the existing ANSI C++ implementation
of CERES is being extended to CERES?. This will allow practical application
of the method to larger and more interesting proofs.

Finally, we would like to thank the anonymous referees for their helpful com-
ments and suggestions for improvement of this paper.
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Abstract. The admissible rules of a logic are those rules under which the set of
theorems of the logic is closed. In a previous paper by the authors, formal sys-
tems for deriving the admissible rules of Intuitionistic Logic and a class of modal
logics were defined in a proof-theoretic framework where the basic objects of the
systems are sequent rules. Here, the framework is extended to cover derivability
of the admissible rules of intermediate logics and a wider class of modal logics,
in this case, by taking hypersequent rules as the basic objects.

1 Introduction

Investigations into logical systems typically focus on the derivability of formulas or
other structures within the system. However, the admissibility of rules for the system
may also play a key role. A rule is admissible for a logic (viewed as a consequence
relation) if adding it to the logic produces no new theorems. Such a notion is of in-
terest in Computer Science for (at least) two reasons. First, admissible rules show that
the derivability of certain formulas implies the derivability of stronger formulas, in the
sense that the latter derive the former but not vice versa, an example being the disjunc-
tion property, where the derivability of a disjunction implies that one of the disjuncts
is derivable. Second, equational unification can be formulated in terms of admissible
rules. A formula A is unifiable for a consistent logic L iff 0 A is a theorem of L for some
substitution . But this is equivalent to the claim that the rule A/q is not admissible in L
for any variable g not occurring in A. Finally, admissible rules are also interesting from
an algebraic perspective: they correspond to quasi-equations holding in the free algebra
with countably many generators (or the Lindenbaum algebra of the logic).

Classical Logic has no non-derivable admissible rules; that is, it is structurally com-
plete. However, for non-classical logics, this is no longer the case, and it is an interesting
and often quite challenging task to provide characterizations of admissibility for these
logics. In the case of modal and intermediate logics, a wide range of results for ad-
missible rules such as decidability and complexity have been obtained, in particular by
Rybakov [13]. Axiomatic-style presentations have been provided for wide classes of
intermediate logics by Iemhoff [7U8] (the case of Intuitionistic Logic was considered

S. Artemov and A. Nerode (Eds.): LECS 2009, LNCS 5407, pp. 230+245 |2009.
(© Springer-Verlag Berlin Heidelberg 2009
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independently by Roziere [[12]) and modal logics by Jefdbek [10], both making crucial
use of Ghilardi’s work on unification and projective approximations [445].

In [9], the current authors introduced a proof-theoretic framework for admissibility:
analytic “Gentzen-style” proof systems for deriving the admissible rules of both Intu-
itionistic Logic and a class of “extensible” modal logics including K4, S4, and GL. The
key idea of this approach is that just as calculi for derivability in these logics can often
be presented using sequents, so the corresponding systems for admissibility can be pre-
sented using sequent rules as basic objects. Here, we extend this approach to both a class
of intermediate logics, including De Morgan Logic KC and the bounded cardinality log-
ics BCy, BCy, .. ., and a wider class of “mono-extensible” modal logics, including log-
ics such as GL.3, S4.2, etc. In this case, however, the natural home for derivability is not
sequents, but the framework of hypersequents — intuitively, disjunctions of sequents —
introduced by Avron in [1]] and used to define calculi for families of both intermediate
logics (see e.g. [3]]) and fuzzy logics (see e.g. [IL1]]). Hence, for admissibility in these
logics, the basic objects of our systems will be hypersequent rules.

2 Admissible Rules

Let us assume for this paper that the logic L is treated as a consequence relation based on
a propositional language with binary connectives A, V, —, a constant L, and sometimes
also a modal connective [J. Other connectives are then defined as:

“A=get A —> L T =ges L AHB:def(AHB)/\(B—)A) A=gs JANA

We denote (propositional) variables by p, q,r, ..., formulas by A, B, C, ..., and finite
sets of formulasby I, IT, ¥, A, ©, . Formulas p — g and (p are called variable impli-
cations and boxed variables, respectively. We also write \/ I" and A I" where \/ ) = L
and A @) = T for iterated disjunctions and conjunctions of formulas in a finite set I’,
and make use of the abbreviations:

DF:def{DAIAEF} O =g 0Ar (FEDF):def{AHDAAEF}

Typically, logical rules are asymmetric, having many premises but just one conclusion.
However, for admissibility, it is convenient to treat instead generalized rules of the form
I'> A, where both I" and A are sets of formulas. Intuitively, such a rule is admissible
for a logic L if whenever a substitution makes all the premises theorems of L, it also
makes one of the conclusions a theorem. More precisely, an L-unifier for a formula A is
a substitution ¢ such that | o A. Then a generalized rule I'> A is L-admissible, written
I' L A, if each L-unifier for all A € I', is an L-unifier for some B € A.

Example 1. A nice example of an admissible generalized rule for Intuitionistic Logic
is the disjunction property, formulated as p V ¢ > p, q. If Fipc o(p) V o(q), then either
Fipc o(p) or Fipc o(q). However, this rule is not admissible for Classical Logic; e.g.
for o(p) = p and o(q) = —p, plainly -cpc p V —p, but f/cpc p and cpc —p.

Although admissibility and derivability do not coincide in general for non-classical log-
ics, Ghilardi in [4l5]) identified classes of “projective” formulas A where the relationship
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“AbL Biff A B” holds for all formulas B. Let us make this precise. A formula A
is L-projective for a logic L if there exists a substitution o, called an L-projective unifier
for A, such that | 0 A and A b o(p) < p for all variables p.

Lemma 1. Let L be an intermediate logic or a normal extension of K4:

(a) If A is L-projective, then A~ A iff A+ B for some B € A.
(b) If Ay, ..., A, are L-projective, then \/"_, A; L B iff \/}_, A; b B.

(c) IfL' extends L (as a consequence relation) and A1, . . . , A,, are L-projective formu-
las, then \/;_, A; v B iff \/_, A Fu B.
(d) If L' extends a normal modal logic L (as a consequence relation) and A, ..., A,

are L-projective formulas, then \/_, OA; v OB iff \/;_, OA; Fu OB.

Proof. (a) The right-to-left direction is immediate. For the other direction, suppose that
AL A where A is L-projective. Then there exists an L-projective unifier o of A, such
that - 0B for some B € A. Also A F. ¢B — B, so by modus ponens, A | B.
(b) Again, the right-to-left direction is immediate. For the other direction, suppose that
Vi_, A;~LB. Also then A; B fori = 1...n.By (a), A; k. Bfori =1...n
and hence \/;’:1 A; L B. For (¢), let L’ be an extension of L and let Ay, ..., A, be L-
projective formulas. Since L’ extends L, we get that A4, ..., A, are also L’-projective.
The result then follows from (b). For (d), as for (c), we get that Ay,..., A, are L'-
projective. Suppose that \/;-_, OJA; v OB. Then also OA; OB fori = 1...n.
Hence A; ' B and by (a), A; v B fori = 1...n. But then JA; ., OB for
i =1...nandhence \/]_, OJA; by, OB. The other direction is almost immediate. O

3 Modal Logics

In [9]], formal systems were defined for deriving the admissible rules of extensible modal
logics by taking sequent rules as basic objects. Below, we recall this characterization
and show that it can be extended to a wider class of logics that we call mono-extensible
by taking our basic objects to be hypersequent rules.

3.1 Extensible and Mono-extensible Modal Logics

For a comprehensive account of modal logics, see e.g. [2]. Let us just recall that for any
normal modal logic L, an L-frame is such that every model on that frame is a model
of L, and an L-model is a model based on an L-frame. L has the finite model property
FMP if every refutable formula is refutable on a finite L-frame. For a Kripke model K
with accessibility relation R, the root of K is the cluster {k : VI # k(kRl)}, and K}
denotes the Kripke model K restricted to the domain {I : kRl or k = [}. Two Kripke
models K, K7 are variants of one another if they have the same nodes and accessibility
relation, and their forcing relations agree on all nodes except possibly the root.

Ghilardi [5]] has given a characterization for projectivity for a wide range of modal
logics (following here the terminology of [10]).

Theorem 1 (Ghilardi [5]). A class of finite models IC has the modal extension property
if for any model K, whenever K, € K for all k not in the root of K, there is a variant
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of K in IC. For every normal extension L of K& with the FMP, a formula is L-projective
iff its class of L-models has the modal extension property.

To get a handle on the modal extension property, we recall two useful constructions.

Definition 1. For frames Fy,..., F,, (3. F;)" and (3. F;)" are obtained by adding,
respectively, an irreflexive or a reflexive node beneath (connected to all nodes of) the
disjoint sum of Fy . .. F,. A normal extension L of K4 with the FMP is extensible if for
all finite L-frames F1, ..., Fy:

(i) (3" F;)" is an L-frame unless L is reflexive;
(ii) (3° F;)" is an L-frame unless L is irreflexive.

L is mono-extensible if it satisfies the above for n = 1, that is, for each finite L-frame F':
(i) F" is an L-frame, unless L is reflexive; (ii) F" is an L-frame, unless L is irreflexive.

L is linear-extensible if it is mono-extensible and linear; i.e. all rooted L-frames are
linear (or L proves J(WA — B) v O(EB — A)).

Every extensible logic L obeys the modal disjunction property: if - JA v OB, then
FLOAor . OB. Le. OpVvOgr>Op, Oqg is L-admissible. Significant examples of these
logics include K4, S4, Grz, and GL. Linear-extensible logics (treated in [10]), which
include the logics S4.3, K4.3, and GL.3, and clearly do not satisfy the modal disjunction
property, are the most obvious examples of mono-extensible but not extensible logics.
Other interesting examples include the logics S4.2, K4.2, and GL.2 (also discussed in
[[10]) which are mono-extensible but neither extensible nor linear-extensible.

3.2 Sequent Systems for Extensible Logics

Gentzen systems for derivability in many non-classical logics, in particular core modal
logics, can be obtained in the framework of sequents. Since order and multiplicity of
formulas is unimportant in the context of modal logics, we define a sequent S here as
an ordered pair of finite sets of formulas, written I" = A. Such a sequent is said to be
L-derivable, written k- S, iff - I(S) where I(I" = A) =4t AT — V A.

To obtain Gentzen-style proof systems for admissibility in extensible modal logics,
it is convenient again to use sequents, but this time at the level of rules. A generalized
sequent rule (gs-rule for short) R is an ordered pair of finite sets of sequents, written:

(L= Aidi o {1 = X540,

- Ris L-admissible, written MR, iff {I(1; = A;)}7y U {T(I1; = X)L,
- Ris L-derivable, written F( R, iff A}, I(I; = A;) \/;n:1 I(II; = %).

NotethatAl,...,An I""LBl,...,Bm iff |""L(:>A1),7(=>An) I>(Z>Bl)7...7(=>
B,,,). Hence a proof system for the admissibility of gs-rules is also a proof system for
the admissibility of generalized rules, and of course, rules in the usual sense.

Rules (now at the next level up) for gs-rules are sets of rule instances, each con-
sisting of a set of premises Ry, ..., R, and a conclusion R; instances with no premises
being called initial gs-rules. They are defined here schematically, using p, ¢ to stand
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Initial GS-Rules and Structural Rules

(ID)
gpo (ITA= A, A),H

Anti-Cut and Projection Rules

G, (IA= A),(Il = A, X),(I'IT=%,A) > H

g, (INA=A),(II = A,XY)> H

Right Logical Rules

g (IL=A),H >(L=)

G (I'=A,A),H G (I'=B,A),H

G (I'=>AANB,A),H

Gg> (ILA=A),H G (I[,B=A),H

G (IAVB= A),H
G (I'=A,A),H G (I,B=A),H
G (INA— B= A),H
Left Logical Rules
G H
G, (IL=A4)p> H

G,(IA,B= A) > H
G, (ILANB=A) > H

(L=)>

(A=)

G,(I'=A,B,A) b H

(=V)>

G, (I'=AVB,A) > H

G, (INB=A),(I'=>A,A) > H
G,(INA—B=A) > H

G, (I\Op= A),(A=p) > H

G, (INOA= A) b H =)

(==

go>H
g,s >

Gg,S > (I,GI(S) = A),H
g, S>H
where (I' = A) € HU {=}

(a0) (P1)

G (I'=A),H
G (I'=>1,A),H

g (IA,B= A),H
>(=A) >
G (ILAANB = A),H
g (I'=>A,B,A),H

>(v=) Go (D= AV B, A),H

Ggo> (ITA= B,A),H

") G P s A B ALK

(=)

G, (I'=A4) > H N
g, (I'=1,A) > H (=L
G, (I'=>A,A),I'=B,A) > H

(=N

G,(I'=AANB,A) > H

G, (INA= A),(I\B=A) > H
G,(INAVB=A)> H
G,(I''A= B,A) > H
G,(I'=>A—B,A) > H

(V=)

(=—)>

G, (I'=Up,4),(p=> A) > H

G, (I'=>0A,A) > H (=0

where p does not occurin G, H, I', A, A in (O =-)>and (= 0O)p.

Fig. 1. Core Modal Rules

16, (3r =04), dr = A) > Hlaca
G, (0r=04) > H

i

v

(G, (I =00 = 0A), (@O = A) b Hlaca

g, (r=0r=04) > H

")

G, (Ie=A4),I1=v%),I 1A —-UOA= X A) > H

(acg)

G, (Ie=A),II=v%)> H
where © U C {A,0A}and ©, ¥ # 0.

Fig. 2. Additional Extensible Modal Rules
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for variables, A, B for formulas, I, IT, >), A, ©, ¥ for sets of formulas, S for sequents,
and G, H for sets of sequents. We call all sequents not in G or ‘H for instances of such
rules, principal sequents. Such rules are L-sound if whenever LR, fori = 1...n,
then FLR, and L-invertible, if whenever ~LR, then ~LR; fori = 1...n. Calculi for
extensible modal logics are defined in this framework as follows:

Theorem 2 ([9]). For an extensible modal logic L and gs-rule calculus GAML where:

(1) GAML extends the core modal rules of Figurelll

(2) If L is not reflexive, then (V') is a rule of GAML.

(3) If L is not irreflexive, then (V") and (AC) are rules of GAML.
(4) If}—L S, then FgamL > S.

(5) If-gamL R, then ~LR.

LR iff FgamL R for any gs-rule R.

Note that the right logical rules of Figure[T] are just usual rules for modal logics embed-
ded into the gs-rule framework, and that the non-modal left logical rules are obtained
from these rules by replacing the conclusion sequent with the premise sequents (includ-
ing >(_L =), an instance of (W)> but included here for uniformity). The (non-invertible)
modal rules, (O=-)> and (= O)>, decompose modal formulas on the left by replacing
the formula A in [(JA by a new variable p, soundness following from the fact that any
substitution for the conclusion can be extended (since p does not occur there) by subsi-
tuting A for p. The “projection rule” (pJ) allows sequents on the left to be used as modal
implications on the right, corresponding to the fact that derivability implies admissibil-
ity, while the “anti-cut” rule (AC) corresponds directly to the fact that the usual cut rule
is admissible in the logic. The more complicated “Visser rules” (v?) and (V") reflect
the existence of non-derivable admissible rules for irreflexive and reflexive logics.

Example 2. In particular, we can obtain calculi for K4, GL, and S4 by adding (from left
to right) the first rule for K4, the second rule for GL, and the first and the third for S4:

G (Or=A),H ¢G> (Or,0A= A),H G (LI = A),H
G o> (Onn=0AA),H G o> (A= 0AA4),H G o> (O = A),H

to the core modal rules, with (v?) for GL, (v") and (ACp) for S4, and all three for K4.

3.3 Hypersequent Systems for Mono-extensible Logics

To deal with mono-extensible modal logics, we move beyond the sequent level. In par-
ticular, adapting slightly the usual definition (see e.g. Avron [1]]), we define a hyperse-
quent to be a finite non-empty set of sequents, written Sy | ... | Sp, and let b G iff
FL I7(G) where I°(G) = \/;_, OI(S;). Hypersequent calculi are particularly useful
for characterizing intermediate logics (see e.g. [3]) and logics characterized by linearly
ordered structures [11]. An example of both is a calculus for the intermediate and fuzzy
Godel-Dummett Logic LC, defined by adding a single rule to a hypersequent version of
Gentzen’s calculus LJ for Intuitionistic Logic.
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G,G v (AIF(G) = 19 (H)), H

G.Gb> H @n*

where H € HU {=}

G,(G|Or=04),G|{r=c:ceA}) > H
G, (G|Or=04)r»H

vH
G.(G|I=0r=04),(G{Er>c:CeaAl) s H
G.(G|I=0r=0A) b H M
G.(G| A= A),(H|I= A5G |H|[LT=5,A) > H

h
G (G| A= A),(H|T= A5 b H (ac)

G (G| 1,0 = A),(H | =¥ 5),(G|H|[I,A-DOAS 5, 4) 5 H .
G (G| 1,6 = A),(H|II=v,5) > H (aco)

where (O U W) C {A,0A}and O, ¥ # 0

Fig. 3. Additional Mono-Extensible Modal Rules

Extending gs-rules to the hypersequent case, a generalized hypersequent rule (gh-
rule for short) R is an ordered pair of sets of hypersequents, written:

G17...7Gn[>H17...,Hm
If m < 1, then R is called a single-conclusion gh-rule (sgh-rule for short).

— Ris L-admissible, written MR, iff {17(Gy)}iey {17 (H;j)
- Ris L-derivable, written b R, iff \i_, I17(G:) Fu VL, 17 (Hj).

A core set of rules for mono-extensible logics is obtained from the core modal rules by
adding a context variable GG in the premises and conclusion standing for an arbitrary
context hypersequent; e.g. (= A)> becomes:

G,(G|I'=AA),(G|I'=B,A) > H

h
G.(G|I'=AAB,A) > H (= A

Hypersequent versions of the projection and anti-cut rules of Fig.[2are given in Fig[3l

Definition 2. The gh-versionR" of a rule schema R for gs-rules is obtained by replacing
each principal sequent S in R by G | S for a fixed hypersequent variable G.

Our starting point for a calculus for a mono-extensible modal logic L is rules on the
right of the > symbol that provide a sound and complete calculus for L-derivability.
We then expand this calculus with hypersequent versions of the core modal rules, and
versions of the appropriate Visser rules (v*) and (V").

Definition 3. A calculus GAML is L-fitting for a mono-extensible modal logic L if:

(1) GAML extends the gh-versions of the core modal rules.

(2) If L is not reflexive, then (Vi)h of Fig.Blis a rule of GAML.

(3) If Lis not irreflexive, then vH" and (ACD)h of Fig.Blare rules of GAML.
(4) If =L G, thentgamL > G.

(5) If FgamL R, then PLR.
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Example 3. For non-reflexive logics, we can use (V') as follows, noting that the top
gh-rule is easily seen to be derivable using rules for K4 on the right:

> O({OEA - B)vOBHA=C)) = 0O0A - (BVQO))
(A= B|HA=C)» (OEA - B)vOlEA = 0)) = 0OEHA — (BVO))
(HA=B|HA=C)p> (A= BVC(O)
(UA=0B,0C),(HA=B|HA=C) » (HA=BV(C)
(0A=0B,00C) » (HA=BVC(C)

(W)

vh"
Proposition 1. Let L be a mono-extensible modal logic.

(a) All the core modal rules are L-sound.
(b) If L is irreflexive (in particular, a GL-extension), then (Vi)h is L-sound.
(c) If L is reflexive (equivalently, an S4-extension), then (Vr)h and (AC) are L-sound.

Proof. Many parts of this proof are exactly as in the extensible case considered in [9].
It remains only to check the soundness of the Visser rules (Vi)h and (V”)h. For the
former, it is sufficient to show I°(G | OI' = OA) LI (G | {T = C : C € A}).
Suppose that I/, ¢I”(G | {II' = C : C' € A}) for some substitution o. If A = (),
then t/| oI%(@) and since | J-JA < 1 for any formula A, easily t/ oI°(G |
OI' =). Suppose then that A # (). Since L has the FMP, let K be a finite L-model
refuting oI7(G | {II' = C : C € A}) and let F be the frame of K. L is mono-
extensible and irreflexive, so F” is also an L-frame. Consider a model on the frame F"
for which the forcing in all nodes except the root is the same as in KX, and no variables
are forced at the root. JI (0o " = OoA) and OI(0S) are refuted at the root for all
S € G,sol/ oIP(G | O = OA) and we are done. Note that the extra boxes in the
interpretation 1" of hypersequents is essential here, since we cannot conclude that G is
not forced at the root, but we can for I°(G).

For (v"), we show [7(G | ' = OI' = OA) L IP(G | {OTN = C : C € A}).
Suppose that I/, ¢I7(G | {II' = C : C' € A}) for some substitution o. If A = (),
then I/, oI”(G) and since | O—=(A < OA) < OL for any formula A, easily
/L oI°(G | I' = OI' =). Suppose then that A # (). Since L has the FMP, let K
be a finite L-model refuting o I”(G | {II' = C : C € A}) and let F be the frame
of K. L is mono-extensible and reflexive, so F'" is an L-frame with a reflexive root
r. By the reflexivity of r and since K forces o(I"), r forces o(A) < o(OA) for
all A € I'. Hence r forces A{c(A) < o(0A) : A € I'} but refutes o(\/ OA). So
L olP(G | =00 = 0A). O

Notice that we have considered here only logics that are either reflexive or irreflexive,
meaning that logics such as K4.2 lacking these properties are currently beyond our
scope (although we believe that very similar methods should suffice for such cases).

We now turn our attention to establishing completeness for fitting calculi, restricting
our attention (at least to start with) to the single-conclusion case. First, we show that
L-derivable sgh-rules are also GAML-derivable.

Lemma 2. Let L be a mono-extensible modal logic and let GAML be L-fitting. If | R,
then FgamL R for any sgh-rule R.
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Proof. LetR = (G > H) where |H| < 1 and suppose that - R. If H is { H}, or taking
H tobe (=) if H = 0, then A\, I"(G) L I7(H). But then since we are above K4,
using the modal deduction theorem:

Fo A\ BIP(G) — 17(H)
Geg

GAML is L-fitting, so by repeated applications of (P1)", FgamL G > M as required. O

Our task now is to reduce the L-admissibility of a gh-rule to the admissibility of more
manageable gh-rules. We introduce the following notions:

Definition 4. A gh-rule R = (G>H) is:

— modal-irreducible if G contains only variables and boxed variables.

— modal-semi-irreducible if G contains only variables and boxed variables, and on
the left of sequents possibly also equivalences of the form p < Up.

— full with respect to a set of rules X if wheneverRq, ... Ry /Ris aninstance of a rule
in X, thenR; C R jforsomei € {1,...,n} (i.e. applying a rule in X backwards to
R adds no new sequents to the gh-rule).

It is an easy task (see e.g. [9]]) — essentially following from the soundness of the usual
logical rules for modal logics — to show that the left logical rules are all L-invertible.
Moreover, each such rule (working upwards) removes an occurrence of a logical con-
nective from a sequent in a hypersequent on the left. Hence, if we define the complexity
of a sequent as the multiset of complexities (number of symbols) of its formulas, and
the complexity of a gh-rule as the multiset of complexities of its sequents, then it is a
standard inductive proof to show the following:

Lemma 3. Each L-admissible gh-rule can be derived from an L-admissible modal-
irreducible gh-rule using the left logical rules.

But now notice that there is a finite number of different semi-modal-irreducible se-
quents built from a fixed set of variables. Hence applying any number of rules with
the subformula property backwards to a modal-irreducible gh-rule will terminate with
gh-rules full with respect to that set.

Lemmad. Let X C {(v)",(v"), (AC), (AC), (A=>)>, (—=>)>}. Then every
modal-irreducible L-admissible gh-rule can be derived using X from a set of semi-
modal-irreducible L-admissible gh-rules that are full with respect to X. If X does not
contain (ACQ), then these gh-rules are modal-irreducible.

For the main part of the proof, we again consider only irreflexive and reflexive logics
(and single-conclusion gh-rules), treated by the following two theorems:

Theorem 3. If GAML is L-fitting for a mono-extensible irreflexive modal logic L, then
LR iff FeamL R for any sgh-rule R.



Hypersequent Systems for the Admissible Rules of Modal and Intermediate Logics 239

Proof. The right-to-left direction follows from the definition of L-fitting and Propo-
sition [II For the left-to-right direction, it is sufficient by Lemma [l to assume that
R = (G > H) is an L-admissible modal-irreducible sgh-rule that is full with respect
to (V%) and (AC). Suppose now that:

G=(G1,....,Gn) and Gy=(Si|...|SL,) where Si=(I}= Al

Let A = Al I7(Gi) = N2y V2, OI(SY). If Ais inconsistent, then Feame G > H
follows immediately by Lemmal We deﬁne

Koo =S} s Sp 1 and C= 0/ A DIs).

ji<ma,..,jn<mn, SEX;,

and observe that by distributivity: - C' <+ A

Now we come to the crucial point of the proof. Each irreflexive logic with the FMP
contains GL. Suppose that we can show that /\ g X | (S) is GL-projective or GL-
inconsistent for each j3 < mq,...,j, < my.For H = {H} or taking H as = if H =
@, it follows by Lemmal[ll (d), that C - IP(H) iff C L IP(H). So since F C' — A
and AL TP(H), we get - G > 'H. But then by Lemmal2l Fgam G > H as required.
Note that the fact that H consists of at most one hypersequent plays a crucial role here.

Hence we have proved the theorem once we have shown thateach Age - 1(5)
is either GL-projective or GL-inconsistent. To achieve this we make use of the result
established in [9], that a modal irreducible gs-rule that is full with respect to (v?) and
(AC) is either projective or inconsistent. Le. it is sufficient to show that X; _ ; >H
is a modal irreducible gs-rule that is full with respect to (v?) and (AC). The rest of this
proof will consist of a proof of this fact.

We call a set X, . ;. minimal if it does not contain a proper subset X, . 5, . It
suffices to establish the modal irreducibility and fullness with respect to (v?) and (AC)
only for the gs-rules X;, ;. >H for which X; ., is minimal. For suppose that there
isaXn,,. n, CXj .., for which I(Xy, . 1,)is GL-projective or GL-inconsistent.
Then FgamL Xhlw";hn > H, and, since Xh1 Jhn C Xh’ Gns FeamL Xh, in B H.

Letus fix aminimal D = X, . ; forsome j; < my,...,J, < my.Clearly D>H
is modal-irreducible. The following two claims establish the fullness of D > H with
respect to (V?) and (AC), which completes the proof.

Claim. D> H is full with respect to (V).

Proof. Suppose that D contains a sequent ((JI" = [JA). Then G contains a hyperse-
quent (G | OI' = OA). We have to show that it contains a sequent ((1I" = A) for

some A € A. By the fullness of G > H with respect to (vi)h, it follows that G contains
the hypersequent (G | {JI' = A | A € A}) (just G if A = ). By the definition of
D = Xj, .. j. it follows that either (1" = A) belongs to D, in which case we are
done, or there is a sequent S in G that belongs to D. But it is not hard to see that in
this case there is a set X3, ... p,,, corresponding to a disjunct of C, that is the result of
replacing (OI" = OA) in D by S. But then X}, .. p,, is a proper subset of D, contra-
dicting the minimality of D. Observe that we use here the fact that no hypersequent in
G, being just a set of sequents, can contain the same sequent twice.
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Claim. D> "H is full with respect to (AC).

Proof. The proof is similar to the proof of the claim above, but let us spell it out nev-
ertheless. Suppose that D contains the sequents (I, A = A) and (IT = A,X). We
have to show that it contains the sequent (I, IT = X, A). Observe that G has to contain
hypersequents of the form (G | I, A = A) and (H | I[I = A, X)) for some hyperse-
quents G and H. By the fullness of G > H with respect to (AC)", it follows that if D
does not contain the sequent (I, [T = 3| A) it has to contain a sequent .S from G or H.
In this case, replacing the (I, A = A) in D by S in case S occurs in G and replacing
(II = A, X)) by S otherwise, we obtain a set X, h1,...,hn» corresponding to a disjunct of
C, that is a proper subset of D, contradicting the minimality of D. O

Theorem 4. [f GAML is L-fitting for a mono-extensible reflexive modal logic L, then
LR iff FgamL R for any sgh-rule R.

Proof. Since the reasoning is similar to the completeness proof for irreflexive logics
given above, we just explain the points of divergence and leave the details to the reader.
In this case, for the left-to-right direction, it is sufficient by Lemma H] to assume that
R = (G > H) is a modal-semi-irreducible L-admissible sgh-rule that is full with respect
to (V)" (ac)", (aco)”, (A :>)l>h, and (—>:>)l>h, and obtained by applying these rules
(backwards) to a modal-irreducible gh-rule. We then define X;, . ;. , C, and D as in
the irreflexive case. This time, since each reflexive extension of K4 contains S4, it is suf-
ficient to show that each /\ g Xy (S) is either S4-projective or S4-inconsistent.
To achieve this we make use of the result established in [9], that a modal-semi-
irreducible gs-rule that is full with respect to vH", (ac)", (aco)”, (A :>)l>h, and
(—=)p", is either S4-projective or S4-inconsistent. Le. it is sufficient to show that
D > 'H is a modal-semi-irreducible gs-rule that is full with respect to (VT)h, (AC)h,
(Aco)", (A=)>", and (—=>)>". The proofs of these facts are similar to the proofs of
the claims in the previous proof, and are left to the reader. a

The obvious question remaining here (apart from extending beyond the reflexive and
irreflexive cases) is what happens in the case of multiple-conclusion rules. We just give
a partial answer here, leaving the general case for further investigation. First, we recall
from [10] that L has essentially single-conclusion admissible rules if whenever I" L A,
there exists A € AU{ L} such that I" L A. Jefdbek has shown the following using the
notion of filtering unification investigated by Ghilardi and Sacchetti in [6].

Theorem 5 ([10]). Every extension of K4.2 has essentially single-conclusion admissi-
ble rules. Moreover, any normal extension of K4.1 with essentially single-conclusion
admissible rules is an extension of K4.2.

Corollary 1. If GAML is L-fitting for a mono-extensible reflexive or irreflexive exten-
sion L of K&4.2, then LR iff FgamL R for any gh-rule R.

Let us note finally for this section that concrete systems for admissiblity can be defined
for mono-extensible logics such as S4.2, GL.3, etc. by adding to our core set of rules any
kind of calculus for derivability in these logics. In particular, hypersequent calculi can
be developed for many of these cases, but we omit the details here for space reasons.
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Initial GS-Rules, Structural Rules, Anti-Cut Rule, Projection Rule: as in the core modal rules.

Logical Rules: as in the core modal rules for 1, A\, and V, plus:

G IA—-B=AA),H Gb> (I\B=A),H Ggo> (ITA= B),H

G (IA— B= A),H P2 s rsa— B A P

G,(I'B= A),(IA—B=A,A) > H )
G.(INA—B=A)b H (=)

G,(I'=>p,A),(p,A=B) > H , 9 ip—a=A4),p=>A),(B=q¢ > H
G (P> A—B A s H TP G.(INA—B=A)>H

i

(==)>
where p and g do not occur in G, H, I, and A in (—=)%, (=—)b".
Visser Rule

G, (I'= A),(I' = A) > Hlaca [, (I'=A) v (I'', I = A),Hloxncr,

G.(I'=A) b H )

where I" contains only implications, and:

1.1 ={A—-Bel:AgM}. 2.Ta={A¢gA:3IB(A— B)eTI}.

Fig. 4. The Calculus GAMI

4 Intermediate Logics

We turn our attention now to intermediate logics, recalling first the result of [8] that if
an intermediate logic L admits the following Visser rules, then they form a basis for the
admissible rules of L:

n+2
(Vi) (C = (Ans1 V Ausa)) VD / (\) C— Aj) v D
j=1
forn=1,2,..., where C = \!_,(A; — B;). In some cases, such as Godel-Dummett

logic LC, the Visser rules (and hence all admissible rules) are derivable. Here we con-
sider some logics where this does not happen: in particular, de Morgan (or Jankov) logic
KC, axiomatized by adding the axiom = A V =—A to IPC, and the family of logics with
Kripke models of bounded cardinality BC,, forn = 1,2, ... (noting that forn = 1,2,
the Visser rules are in fact derivable).

We also recall Ghilardi’s useful characterization of IPC-projective formulas.

Theorem 6 (Ghilardi [4]). For Kripke models K, ..., K, let (3, K;)" denote the
Kripke model obtained by attaching one new node below all nodes in K1, . . . , K, where
no variables are forced. A class of Kripke models K has the extension property if for
every finite family of models K1, ..., K, € K, there is a variant of (3, K;)" in K. A
formula is IPC -projective iff its class of Kripke models has the extension property.

Figure @ displays the gs-rule calculus GAMI for Intuitionistic Logic of [9]]. In this case
it is the (non-invertible on the right) implication rules that use new variables on the left.

Theorem 7 ([9]). Fcami R iff e R for any gs-rule R.
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G.(GIIMA=A),(H|I=AX)G|H|TILIT=X,A)>H

h
G, (G| A= A),(H|T=AX) > H (AC)
G,G > (I(G)= I(H),H
G.G > H (PD) here H € HU {=1
G,(G|{I'= AYaca)pH G, I = A),Hlucr, v

G, (G| I'=A)pH
where I” contains only implications, and:
1.T"={A—-BeTr:A¢Ml}. 2.Ian={A¢A:3IB(A— B)eTI}

Fig. 5. Additional Rules for Intermediate Logics

Just as we stepped from extensible to mono-extensible modal logics, so we can step
here from a calculus for IPC to calculi for intermediate logics admitting the Visser
rules. Note, however, that we require a slightly different (more usual) interpretation
of hypersequents. For an intermediate logic L and hypersequent G, we write | G iff
FL I(G) where I(G) = \/ g 1(S). Also, a gh-ruleR = (G1,...,Gn > Hy, ..., Hy)
is L-admissible, written LR, iff {I(G;)}7; o {I(H;)}}2, and L-derivable, written
Fu R iff AL 1(Gi) o V2, I(H;). It will also be helpful to restrict the notion of
an sgh-rule a little further to an ssgh-rule: an sgh rule where not only is there at most
one hypersequent on the right, but also this hypersequent consists of just one sequent.
Essentially, the reason for this is that completeness results for hypersequent calculi
for intermediate logics given in the literature (see e.g. [3]) are typically restricted to
sequents rather than hypersequents.

Definition 5. A calculus GAML is L-fitting for an intermediate logic L if:

(1) GAML extends the core intermediate rules: gh-versions of the initial gs-rules, struc-
tural rules, and logical rules of GAMI, and the additional rules of Fig.[3

(2) If=L S, then FgamL > S for any sequent S.

(3) IfFgamL R, then ~LR.

Lemma 5. The core intermediate rules are L-sound for every intermediate logic L ad-
mitting the Visser rules.

Proof. Let L be an intermediate logic admitting the Visser rules. We just consider ()"
since other proofs are very similar to those for GAMI in [9]. Suppose that ¢ is an L-
unifier for I(H) forall H € G and I(G | I’ = A), where A = {4;,...,4,}.
Using the right set of premises, o is an L-unifier for I (" IT = A) for all IT C I',.
It suffices now to show that o is an L-unifier for I(G | {I" = A}aca). Suppose,
arguing contrapositively, that this is not the case. Then there exists a countermodel of L
for I(0(G)) V V g4cn I(c(I") = o(A)). This implies that for every A € A there are
countermodels K 4 such that K 4 is a model of L, K4 I+ o(AT"), and K4 I o(A).
Since L admits the Visser rules, there is a variant K of (}° 4., K )’ that is a model
of L.Let IT = {D € I'r : K IF o(D)}. Observe that for all B — C € I such that
B ¢ II, either B € Aor K ¥ o(B). Note also that B € A implies K Iff o(B). Hence
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for all B ¢ II it follows that K I ¢(B), and so K I+ o(B — C). It follows that
KIFo(A(I'? U l)). Thus K |- o(\/ A), a contradiction. 0

The difference between the rules (v)h and (V) is essentially due to the fact that IPC has
the disjunction property, while intermediate logics in general do not.

The core set of rules given above can be extended on the right to obtain proof sys-
tems for admissibility in various intermediate logics. In particular, we can make use of
hypersequent calculi provided for KC and BC,, (n = 1,2,...) in [3], to obtain:

— GAMKC consists of the core intermediate rules plus:

Go (G =A1 | y= A | T, e =)

G (G = A1 |I2= Ag) v

- GAMBC, forn =1, 2, ... consists of the core intermediate rules plus:

[g > (G|F1:>A1|...|Fn+1:>An+1 |Fi7Fj:>Ai)]1§i<j§n+1 (BCy)
gD(G|F1:>A1|...|Fn+1=>An+1) "

Corollary 2. GAMKC is KC-fitting and GAMBC, is BC,,-fitting forn = 1,2, .. ..

To prove completeness for L-fitting systems GAML for intermediate logics L admitting
the Visser rules, we proceed similarly to the case of mono-extensible modal logics. First
we can show, exactly as in Lemma [2] (except replacing the application of the modal
deduction theorem with the usual deduction theorem), that L-derivable ssgh-rules are
also GAML-derivable.

Lemma 6. Let L be an intermediate logic admitting the Visser rules and let GAML be
L-fitting. If - R, then FgamL R for any ssgh-rule R.

As for Lemmas 3] and [ applying the invertible left logical rules backwards reduces
any gh-rule to a gh-rule of a certain form (in this case with variable implications on
the left), and then applying the rules (V)" (—>)l>h, and (AC)" exhaustively backwards
terminates with a set of gh-rules full with respect to these rules.

Lemma 7. A gh-rule G > 'H is implication-irreducible if all sequents in G contain only
variables on the right and variables and variable implications on the left. Every admis-
sible gh-rule is GAML-derivable from admissible implication-irreducible gh-rules that
are full with respect to (V)", (—>)>h, and (AC)™.

The completeness theorem is then established similarly to the proof for IPC in [9], the
main complication being that (as in the mono-extensible modal case) we now have to
take care of all the different disjuncts occurring in hypersequents on the left.

Theorem 8. For any intermediate logic L admitting the Visser rules and L-fitting cal-
culus GAML, MR iff FgamL B for any ssgh-rule R.

Proof. The right-to-left direction follows directly from Lemmal[3l For the left-to-right
direction, it is sufficient to assume (proceeding exactly as in the IPC-case) that
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R = (G > H) is an L-admissible implication-irreducible gh-rule that is full with re-
spect to (V)" (—>)l>h, and (AC)". The proof is similar to the completeness proofs for
the modal logics given above, but since some details are essentially different we will
sketch the proof for intermediate logics briefly.

Define C' and X, .. ;. as in the modal completeness proofs above, but without
boxes. By Lemmal[Il(d), if each I (X, ;) is IPC-projective or IPC-inconsistent, then
kL G > H. But then by Lemmal6l Fgami G > H. It is then sufficient to show that each
consistent A\ Xy (S) is IPC-projective or derives I(H). Recall that X, . ; is
called minimal if there is no X h1,....h, thatis a proper subset of X; . . Reasoning
as in the modal case, it suffices to consider only minimal sets. Let D denote a minimal
set X, ... j.- To show that D > H has the mentioned properties, we make use of the
result established in [9]], that an implication-irreducible gs-rule that is full with respect
to (V)", (—=)>", and (AC)" is either projective or derives I(H). Le. it is sufficient to
show that D > H is an implication-irreducible gs-rule that is full with respect to (Vv ",
(—)>", and (AC)". Proofs of these facts are similar to the claims in the completeness

proofs for modal logics. We will only treat )t leaving the other cases to the reader.
Claim. D> is full with respect to the rule (v)".

Proof. Suppose that D contains a sequent (I" = A), where I" contains only implica-
tions. Thus G contains a hypersequent (G | I' = A) for some hypersequent G. By the
fullness of (G>H) with respect to (V)" it follows that either H contains (I'7 | IT = A)
for some IT C I'a, or D contains a sequent (I" = A) for some A € A, or D contains
a sequent S of G. In the first two cases we are done. In the last case, by replacing
(I' = A) by S in D, we obtain a set Xhi,...,h,» corresponding to a disjunct of C, that
is a proper subset of D, contradicting the minimality of D. O

Corollary 3. ForL € {KC,BCy,BCy,...}: MR iff FgamL R for any ssgh-rule R.

As in the modal case, there exist essentially single-conclusion logics where the preced-
ing corollary extends to multiple-conclusion rules; indeed, we conjecture that this is the
case for all extensions of KC admitting the Visser rules.
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Abstract. Starting from Girard’s seminal paper on light linear logic
(LLL), a number of works investigated on systems derived from linear
logic to capture polynomial time computation within the computation-
as-cut-elimination paradigm.

The original syntax of LLL is too complicated, mainly because one
has to deal with sequents which not just consist of formulas but also
of ‘blocks’ of formulas. We circumvent the complications of ‘blocks’ by
introducing a new modality V which is exclusively in charge of ‘additive
blocks’. The most interesting feature of this purely multiplicative V is
the possibility of the second-order encodings of additive connectives.

The resulting system (with the traditional syntax), called Easy-LLL,
is still powerful to represent any deterministic polynomial time computa-
tions in purely logical terms. Unlike the original LLL, Easy-LLL admits
polynomial time strong normalization, namely, cut elimination terminates
in a unique way in polytime by any choice of cut reduction strategies.

1 Introduction and Summary

Girard[8] has introduced light linear logic (LLL) as a refinement of the ‘proofs-
as-programs’ paradigm to polynomial-time computation.

The basic idea of the representability of computation in purely logical terms
is the following.

Let every (binary) number m be associated with a certain cut-free proof 7,
of a fixed formula, say Num. A function f mapping from numbers into numbers
is represented by a proof II of the sequent - Num™; Num, if for any number m, a
cut elimination procedure applied to the proo£

Tm, I7
F Num - Num'; Num (cut)
F Num
results in a cut-free proof 7¢(,,) associated with f(m). An implicit fairness con-
dition is that the number of cut reductions must be in ‘polynomial’ accordance
with the time complexity of f.

Starting from Girard’s seminal paper on light linear logic[8], a number of

works investigated on systems derived from linear logic and corresponding to

! To contract a number of inference rules, we will prefer one-side calculi. As usual in
linear logic, linear negation A+ is used as an abbreviation in the sense of the de
Morgan dual, except for atomic formulas p*.

S. Artemov and A. Nerode (Eds.): LFCS 2009, LNCS 5407, pp. 246-264,| 2009.
© Springer-Verlag Berlin Heidelberg 2009
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computational complexity classes. Among others, we can here recall the works
by Asperti, Baillot, Lafont, Mairson, Roversi, Terui (see [I]-[I6]). The intuition-
istic fragments of a number of systems are shown to capture polynomial time
computation within the computation-as-cut-elimination paradigm.

However, the underlying light logics do not behave well with respect to any
choice of cut reduction strategies. Thus the original LLL has been proved to
be only weakly polytime sound, where, in particular, we allow only a lazy cut-
elimination procedure not reducing the so-called additive commutative cuts[g].
Asperti’s Intuitionistic Light Affine Logic[l] works well as a calculus of intu-
itionistic proof-nets or as Terui’s term calculus[I5] (the latter enjoys polytime
strong normalization), but due to unrestricted weakening cut elimination be-
comes non-deterministic within the classical version of Light Affine Logic.

The original syntax of LLL is too complicated, mainly because one has to deal
with sequents which not just consist of formulas but also of ‘blocks’ of formulas.
We circumvent the complications of ‘blocks’ by introducing a new modality V
which is exclusively in charge of ‘additive blocks’. The most interesting feature
of this purely multiplicative V is the possibility of the second-order encodings of
additive connectives. The resulting system (with the traditional syntax), called
Easy-LLL, is still powerful to represent any deterministic polynomial time com-
putations in purely logical terms. Unlike the original LLL and the classical ver-
sion of light affine logic, Easy-LLL admits polynomial time strong normalization,
namely, cut elimination terminates in a unique way in polytime by any choice
of cut reduction strategies.

1.1 Light Linear Logic: Basics

LLL is dealing with the multiplicative connectives: ® and its dual B, additive
connectives: & and its dual @, and modalities: | and its dual 7, § and its dual §*.
LLL is designed to accommodate the following modalities properties|[S]:

(IA®1A) =14, 1A+ 1, (A&B) = (1A21B), 470 14+ §4, §1; i gc- (1)

As compared to traditional sequent calculi, the syntax of LLL is much more
complicated. At the same level of formulas, it invokes also ‘blocks’ of formulas,
such as a ‘discharged formula’ [A] and a ‘comma expression’ (Aj, As, .., A¢). As
a result, the application of the traditional cut-elimination argument for LLL
sequent calculus runs into essential technical difficulties, even within the frame-
work of proofnets.

The aim of the paper is to simplify LLL, resulting in a traditional sequent cal-
culus, called Easy-LLL, that meets the fundamental complexity-theoretic con-
straints of the original LLL, and, on the other hand, enjoys polynomial-time
strong normalization and the Church-Rosser property, and the strong repre-
sentability of polytime computation.
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Table 1. LLL from Girard[8] + “F !17. § and §* are duals of each other.

Identity / Negation:
I A FAL 0

LAl A(identity) LI e (cut)
Multiplicatives:
FI'A 6, B,,. kI A; B e
-1 6: (A® B) (times) | 4 (one) F T (AT B) (par) e | (false)
Additives:
FI'A HI;,B, . FI A FT: B

FTs (AgB) (With) o (true) o po g gy (Plust) b oy (Plus)
Structure/Modalities:

=1 A s FI )

T (Ar, . Ay, Ay (Adereliction) 0y (A-weakening, (1)
-5 1A 1A ~ R A],

= F[; %A% ](M-contractlon) N Jl:;IEA] (M-weakening) | I L?A] (?-intro)

I <D1,..,D4>; C
F [Di]; .5 [De]; IC

F(D1); ..; (Dn); A1; 5 Am; C
E [Di); o [Dal; §Ars o5 §5 A §C
(§-rule, n, m >0)

(I-rule, £>0)

Second-Order Quantifiers:
F I A(p)
= I VpA(p

- I'; A(B)

)(for-all, p is not free in I") - 3pA(p

) (there-exists)

To simplify our presentationE we enrich the original LLL[8] with “H117 (see
Table 1). We omit the ezchange rules, since we will deal with multisets of

@

formulas and ‘blocks’ (following [8], we use “;” as a separation mark).

Remark 1. To return to the original LLL[g], it suffices to restrict ! > 1 within
‘l-rule’, and omit the ‘A-weakening’ rule. The following example explains the
necessity of ‘A-weakening’ for the enriched LLL.

Ezample 1. When we allow “!17, we get an important “!p F1(p&1)”:
F11o 215 7ph; 1(p&ed)

F2pts 1(p&l) cut
Any candidate for a cut-free proof must be like this:
Fptip 777
ot p = pt) 1
= (ph); (p&1)
= [pt]; Hp&el)
F2pts 1(p&1)
Hence, tosave cut-elimination for LLL+“F 11" weneed, at theleast, ¢ A-weakening’
R 1
of the form: -ty 1

2 Girard[8]: “Typically § will have a tendency to lose its self-duality, promotion with
empty context can be added to LLL with immediate simplifications.”
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1.2 Step 1: The Nabla-Version of LLL (LLL-V)

To simplify Table 1 further, we take advantage of the fact that almost all blocks
in there include only one formula. Namely, a block of the form [A] is replaced
by the formula ?A with practically no difference[§]. Following the ‘?-intro’ rule
in letter and in spirit, we intend to replace a block of the form (A) with the
formula AA, where A is a new modality.

Assume that V is dual to AA. Then ‘A-dereliction’ and ‘ A-weakening’ provide
that VAFA and VAF1. To save cut-elimination for this pair (V,A) at the
minimum cost, we need a rule of the form

VVBB}—FVCC” or a more general version: VVFFQ_VCC

Bringing all together, we define a nabla-version of LLL by Table 2.

Table 2. LLL-V: The nabla-version of LLL. V and A are duals of each other.

Identity / Negation:
FIA  FAN O

FAL A (identity) FT e (cut)
Multlphcatlves
FILA FO: B, o b A B I
W(tlmes) = 1(one) 7|_ T; (A% B)(par) T J_(false)
Structure/Modalities:
I A; . I .
T (A7, - A Q) (A-dereliction) T (A Al (A-weakening, ¢>1)
FADy; . ADy; C FI; (A .
FADL = ADy: v (Vrule, n>0) WM(A'IWO)
%(?—Contraction) = F 7A (?-Weakening)
"<D1,..,De>; C I }‘ADL oy ADn; A17 .y C
F7Dy; = 7Dy 1o (e £20) T TR T R T ey e

(§-rule, n,m>0)

Second-Order Quantifiers:
FI'; A(p)
= I'; VpA(p)

. . FI'; A(B) .
(for-all, p is not free in I") W(there—exwts)

Definition 1. We do not include the additives in our Table 2, since we will
define the additives as the following abbreviations, with providing the additive
rules of Table 1 (see also Remark[d):

(A&B)=3ppPaVp—-oA)@V(p—-oB)); T=3pp
(Ao B) =VYp((V(A —p)®@ V(B —op)) —p); 0=Vpp.

Proposition 1. [tisclearthat LLL-V is a conservative extension of LLL+ “F117.

Proof. Replacing VA by (A&1) does not violate inference rules.
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L I I I J1
AJ_ @ BJ_ A @ B . Ai ]2 A J2
A\ A\
(A4~ B5) (A B) @ B

@@

y @ y = “empty”

Fig. 1. The cut reduction rules for (®,%) and (1, L)

“Y-boxy”
I m(p) I ™ (B)
14L (B) "A(p) Cll Ck" = AL (B) A(B) Cll Ck
9 a l . Y Y
(a) 3gA* (q) |¥PA®) Cll e
“¥-box;”
m1(p)
Alp) T ct
v { Y T2(p) -
VpA(p) I’ l ct C  o(p)
(b) Y Y . y Y
“y- b0x1
m1(q) m2(p)
VA(q) Fl CLV VC é(p)v
aCy
"VqA(q) FI @(p)"

Fig.2. (a) The (V,3)-cut reduction. (b) The (side,V)-cut reduction with renaming
(g is fresh).

Phase Semantics for LLL-V

Along the lines of [9], we introduce a fibred (stratified) phase semantics for
LLL-V. The basic idea is to interpret any formula of the new form VA as:

(VA)* = (AN J)-L,

where J is a fixed submonoid of a monoid M such that J C {e}1; here e
denotes the neutral element of M.
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74+ 1A 7B
(a) The (!, ?w)-cut reduction: @ Yy Y
(b) The (1)

,1)-cut reduction:

-box;y”
‘V-boxa”
“l_box;” “l-boxo” ;.2
H . . geneenemmsmsssssseseey IC ABI
ol ] = m
poacil e an lA actl _lve as
1A 70t IC 7B
Y v_@_v Y
1A B
(¢) The (!,C)-cut reduction: Y “l-boxg” Y “boxe”
N
W]
Iy
?B 1A 7A+
Yy Y
7B
[

Fig. 3. The cut reduction rules for!

A fibred phase space is introduced as a sequence of phase spaces Mgy, Ma,. ..,
with providing a certain one-way interaction between adjacent M, 11 and M,
by means of functions h,, and f,.

Definition 2. A phase space (M, e, L) is a commutative monoid M with a dis-
tinguished subset L C M ; here e stands for the neutral element of M. For any
subset X C M, define: X+ ={yeM|VzeX (zycl)}. A subset X C M is
closed iff X+t = X. In particular, let 1 be the subset {e}**. The phase space
induces a natural preorder on the underlying monoid compatible with monoid
multiplication: x <y & re{y}tt.

Definition 3. A homomorophism of phase spaces, or simply a phase homomor-
phism, is a monoid homomorphism h : M — M’ such that h(L) C 1’

Given a partial mapping f: M — M’, we say that f is bounded by h, if
f(a) <X h(a) for every a€J, where J is the domain of f.

The mapping f has the intermediate value property if for every a and b
from J, there exists c€J such that ¢ < a and ¢ 2 b, and f(a)f(b) = f(c).

Definition 4. A fibred phase space is a sequence

((an €n, J—n)a hna Jnu f’m Ln)nZO;
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where for each n,

(a) (My,en,L,) is a phase space, hy, : My, 11 — M, is a phase homomorphism,

(b) Jn is a submonoid of 1,, and f, : Jut1 — M, is a mapping with the in-
termediate value property such that f, is bounded by h,, and, in addition,
fﬂ(eﬂ+1) =en, and

(¢) Ly is a submonoid of 1,, such that every element a of L, is a weak idem-
potent, i.e., a X, a -, a.

Definition 5. Given a fibred phase space ((My, €n, Ly), Bn, I, fr, Ln)n>o, for
each formula A one associates a sequence of closed sets A*, A*1 ... A*~ ...,
in the following inductive way, starting with any assignment of closed sets p*°,
p*1,..., to propositional atoms p:

1 =1, T = M,,
(A® B)*” — (A*” ‘n B>kn)J_nJ_n7 (AJ‘)*” — (A*n)J—n7
(A&B)*» = (A* 0 B*), (VA)* = (A () ndn,
(54)" = (A7) bk (LA)* = (A 0 T N L)oo,

For a ‘block’ of the form (A, A, .., Ag), define:
(A1, Ag, o Ag)™ = (A7 U A U UAD ) 0 Ty )

The second-order case is considered as in [9]. A formula A is valid in the fibred
phase space, if for each n, e, € A*™ in any valuation p*°, p*' ..., to propositional
atoms p.

Theorem 1 (Strong Completeness)

(a) If an A is provable in LLL-V, then A is valid in any fibred phase space.
(b) If a formula A is valid in any fibred phase space, then A is provable in LLL-V
without the cut rule.

Corollary 1 (Cut-Elimination). Theorem [ provide a semantic proof for cut
elimination in LLL-V .

Remark 2. Corollary [l cannot give more than the pure existence of cut-free
proofs. As for the traditional cut-reduction arguments where each of the cuts is
reduced to a number of cuts by dealing only with a pair of inference rules, the
problematic case caused by the full version of ‘!-rule’ is given in Example

Example 2. The cut below cannot be eliminated by the traditional argument
mentioned above:
- (At); B = {(B+,C*+); D
F?4+%; B F?BL; ?2C+; \D (cut)
F?A+; ?2Ct; 'D

3 Girard[8]: “We shall define a lazy cut-elimination which terminates in polytime. The
result of the procedure is cut-free only in certain cases, but this is enough for us.”
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Remark 3. Nevertheless, with certain modifications to handle A-blocks, we can
define a syntactical strongly normalizing cut-elimination procedure for LLL-V .

Proof Sketch. We treat a block (I') as a ‘generalized A-formula’, and replace
‘V-rule’ in Table 2 with:

() . (D) C

(T s () VO (V-rule’, n>0) (2)

To capture strange cuts between VB and the ‘generalized A-formula’ that in-
cludes B*, we add cut rules like this:

F(I'); VB (B, ®); © ,
- (n,9) 0 feut) ®
Accordingly, the cut in the problematic case of Example 2l will be reduced to:
- (AL B .
F (At); VB F (B+,C+); D
- (AL, ) D (cut)
F?AL; ?2C+; 'D

With additional cutreductions, we can provide termination but in hyper-exponential
time. This huge bound is caused by the fact that we allow more than one conclusion
of the form ?D; within the “I-rule” (Cf. Tables 2 and 3).

Table 3. The Inference Rules of Easy-LLL. V and A are duals of each other.

Identity / Negation:

N A FAN O
m(lden‘clty) T 7O 1= (cut)
Multiplicatives:

FIA FO;B FI A B Fr
W(tlmes) 1 (one) m(par) FT T (false)
Modalities:
'_I—FF AA A(A dereliction) %(A-Weakening)
FADy; ..; ADy; C
FAD S AD v (V-rule, n20)
%(?—Con‘craction) = F 7A(7 -Weakening)
F ADsy; ..; ADyg; C o F ADy; ..; ADy; Ag; L ; O
FTDy; s 7D 1o (rile (=0 1) e e § m: §C
(§-rule, n,m>0)
Second-Order Quantifiers:
%(fm—aﬂ, p is not free in I') %(there—exis‘cs)
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1.3 Step 2: The Easy Fragment of LLL (Easy-LLL)

Here we introduce a traditional syntactical fragment of LLL-V, called Easy-LLL,
which is of our main interest.

Notice that the syntax of Table 2 is almost perfect: only one rule, the ‘I-rule’,
invokes a block of formulas. To get rid of blocks of formulas, we will confine
‘l-rule’ to /<1 and replace a block (D) with the formula AD. In Table 3 we
represent the resulting Easy fragment of LLL, which deals with formulas only.

Remark 4. From the provability point of view, Easy-LLL is weaker than LLL-V.
One of the basic principles in LLL[S] is the ‘ezponential isomorphism’ (see (d)):

(Ip@lq) =!(p&q).

One direction: !(p&q) - (Ip®!q), is easily provable in Easy-LLL. As for other
direction: (Ip®!q) F!(p&yq), it is provable in LLL-V (for the cost of its ‘mixed’
syntax with A-blocks), but it is not provable in Easy-LLL. It is unclear how
to incorporate (Ip®lq) F1(p&q) into a traditional sequent calculus formalism
that admits cut elimination. E.g., by allowing {=2 in the “l-rule” in Table 3, we
‘jump’ to elementary functions computable in hyper-exponential time.

On the other hand, what we actually need to represent polytime computation
in [8I2] is a weaker form of the ‘exponential isomorphism’ (Ip®!1) =!(p&1),
which is provable in Easy-LLL, as well.

Remark 5. We can show that Easy-LLL is sound and complete with respect to
the fibred phase semantics obtained from Definition [ by omitting the require-
ment that “f,, has the intermediate value property”.

In Section 2] we show that Easy-LLL enjoys strong mormalization in polytime,
with providing a unique cut-free form. Namely, any proof is normalizable in
5% steps regardless of which sequence of cut reductions we take (here s is the
size of the proof, and the degree d is determined only by the nesting depth of
exponentials in the proof).

In Section Bl we show that Easy-LLL has the full expressive power of light

logics, and captures exactly polytime computation.

2 Easy-LLL: Strong Normalization in Polytime

In this section we will prove polytime strong normalization for Easy-LLL.

Definition 6. Any proof within Easy-LLL can be represented as a proofnet m [§].
In full accordance with the rules from Table 3, such a proofnet w consists of
nodes and bozes, some of them are connected by arrows, so that

(a) A node labelled by “aziom” has only two outgoing arrows labelled by formu-
las of the form A and AL, resp. A node labelled by “cut” has only two incoming
arrows labelled by formulas of the form A and AL, resp.
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(b) A node labelled by “®7 or “B 7 has exactly two incoming arrows, labelled
by some A and B, and one outgoing arrow labelled by (A ® B) or (A% B), resp.
A node labelled by “1”7 or “L” has only an outgoing arrow labelled by 1 or L.

(c) A node labelled by “A” has one incoming arrow, labelled by an A, and
one outgoing arrow labelled by NA. A node labelled by “w” (representing /\-
weakening) has one outgoing arrow labelled by a formula of the form AA. A node
labelled by a V-box of the form

o,

14
i
° ° °
A AB1 ...ABk
\ \ \
° . °
VA AB1 ABk
\ \ \

has k+1 outgoing arrows labelled by the corresponding conclusions of the V-boz.

(d) A node labelled by “C” (representing ?-contraction) has two incoming ar-
rows, labelled by one and the same TA, and one outgoing arrow labelled by the
same TA. A node labelled by “W” (representing ?-weakening) has one outgoing
arrow labelled by a formula of the form ?A. A node labelled by a !-box of the form

[P

(&

7.‘_/
[ ] ]
VA AB
\/
[ ] [ ]
1A 7B
\/ \

has two outgoing arrows labelled by 'A and 7B. A node labelled by the §-box
i(b??

/
[ ] [ ]

A A
\ \ \/
[ ]

s

[ ] [ ]
§A §°T 7
\ \ \
where I' and @ are multisets of formulas, has outgoing arrows labelled by the

conclusions of the §-box.
(e) A node labelled by “3” has one incoming arrow, labelled by some A(B),

and one outgoing arrow labelled by IpA(p). A node labelled by the V-box
“A ”
(p)

Alp) Bi ... By
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has k+1 outgoing arrows labelled by the conclusions of the ¥-box. Here 7' (p) is
a proofnet with a marked variable p, and each of the conclusions By,. .., By has
no free occurrences of p. The propositional variable p is considered to be bound
within the V-box.

(f) An unlabelled node has only an incoming arrow labelled by an A, which is
said to be a conclusion of 7.

Definition 7. The size of a proofnet 7 is defined as the total number of all nodes
and bozes contained inside .

In order to control the size of proofnets under cut reductions (see Lemmalll),
for any box E, we introduce an adjusted size w(E), call it the weight of box E,
as follows: w(E) = s(n') + 2, where s(x') is the size of the proofnet ' inside E.

For a given nesting depth | of 1-bozes and §-bozes inside m (we call it ‘level 1’),
we take a ‘slice’ 7V on level | as the collection of all nodes and bozes (together
with arrows) on the depth l. The number of these nodes and bozes is called the
size of 7’ on level | (each box is counted as a one node).

Definition 8. Following the rules in Table 3, we develop a matural set of cut
reduction rules, which are collected in Figures[d, [3, [, [7, and[2.

Lemma 1. We will list the basic peculiarities of our cut reduction rules:

(a) Fach of the reductions does not miz levels.
(b) All reductions contract the size of a proofnet, except for (V,V), (I,1), (1,8),

8), (1,C), and (side,V).

(¢) (V,V) and (side,Y) preserve the size of a proofnet (and even the names
of boxes), but put the cut at hand inside the corresponding expanded “boxy”. The
effect is that this cut will not directly contact with “box;” in future.

(d) (D, (1,8) and (§,8) merge “boxy” and “boxs” so that the weight of the
new box (named as “boxy”) does not exceed the sum of the weights of old bozes.

(e) (1,C) moves a box E' from the position below a C-node to the positions
above the C-node, with E’ being doubled. A forest structure of C-nodes stable
under cut reductions is discussed in Definition[q and Lemma 3.

(8,

Definition 9. We say that a C-node vs is a C-son of a C-node vy, if these
C-nodes are connected by an alternating chain of !-boxes and cuts as shown in
Figure[f] (The empty chain is allowed.)

Lemma 2. Let m be a proofnet constructed for a proof within Easy-LLL. Then
the transitive closure of the relation “being a C-son” from Definition[d is acyclic,
and C-nodes form a forest with respect to this relation. Moreover, given a level [
of m, the set of C-nodes on level | remains intact by any of cut reductions on
levels > 1. If vo was a C-son of vy beforehand, then vy will be a C-son of wvg
after the cut reduction has been performed. So that the forest of C-nodes formed
according to “being a C-son” can only grow up. Indeed, weakening cut reductions,
such as (V,,,)-cut reduction, can remove some trees from the forest.
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§—bOX “'bw

Fig. 4. Here vy is a C-son of vg, and vz is a C-son of vi. The nodes v2 and vz are
leaves in the forest formed by C-nodes w.r.t. “being a C-son”.

Fig.5. An !-box E’ moves through v, resulting in that a twin copy of E’ appears on
each of the branches of v;.

Proof. The key case of (!,C) reduction is shown in Figure

The (1,1), (1,8), and (§,§) reductions do not change the status of “being a C-
son”. Other reductions cannot destroy “being a C-son”. Some reductions such as
(1,8) reduction, or say (®, ® ) reduction, might have had the effect of seemingly
‘merging’ different branches in the trees of C-nodes by means of a §-box “b”
like in Figure dl But, according to Definition [0 which requires only !-boxes, the
corresponding nodes vs and vz remain leaves in the forest of C-nodes.

Theorem 2. Let 7 be a proofnet constructed for a proof within Easy-LLL.

Then whatever sequence of cut reductions we take, it terminates in s steps,
with the size of any reduct being bounded by s®, where s is the size of w, and
the degree d is determined only by the mazimum nesting depth of !-boxes and
§-boxes inside .
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(a) The (V, A)-cut reduction:

“V—boxl”
1 o 1 T
=
AL VA ABll o ABkV AJ— A ABll - AB}C
@ - Y Y
AAL VA ABll ... ABy
@ Y Y
(b) The (V, A,)-cut reduction:
czv_boxlﬂ
1
I O e R
NAL VA ABll ... ABy
D y Y “V-boxy” “V-boxy”
(c) The (V,V)-cut reduction: m T2
A Al“l ACH c Al =
Y Y Y Y
VA AFl ACH vC  AD
Y Y @ Y Y
uv_boxlw
uv_bOXQn
2
cC A9
iy Y \

A Al"l ACH vC AP
v_@_v Y

VA Afl AP

Fig. 6. The cut reduction rules for V

Proof Sketch. For each depth [, let s; be the size of the ‘slice’ 7(Y) on level ;
n; be the number of V-boxes and V-boxes on level [; ¢; be the number of !-boxes
on level [; and Cj be the number of C-nodes that are leaves in the forest formed
by C-nodes on level [ according to Lemma 2l

Assume cut reductions « and 8 be applied in a row (¢, then ), and « be
applied on level [, and 3 be applied on level I’ such that I’ <. It is clear that these
two reductions can commute, and the number of reductions does not decrease.
E.g., for 8 being a (!,C)-cut reduction, the resulting reductions are f3, o, a.
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“§—bOX1” “!—bOXg”
T T2
A rl A@l AC™ C AB
Y \{ Y Y| —
(a) The (!,§)-cut reduction: 2 K
"§A §lrl ?q&l ?CL" "!C ?B"
“§_bOX1” _@_
“V—bon”
T2
m VC ABV
A Fl A@l ACH vVC AB
Y Y y A
§A §Lri ?@i ?B
Y Y
44§_bOX1’7 “§_b0x277
1 ™2
WA Fl A@l CL" ¢ E =
(b) The (§,8)-cut reduction: o o
§A §Lri ?qﬁl §-CH sc =
Y V_@_W Y
H§_boxl77
st ™2
"A Fl A@l CL" vC 5"
A +r 70 =
p = | ,,

Fig. 7. The cut reduction rules for ! and §

Hence, the ‘worst-case scenario’ is, first, to reduce all cuts on level 0, then on
level 1, then on level 2, and so on.

By examining non-size-contracting rules, we start with a rough estimate for
the number of cut reductions on level 0.

According to Lemmalll each of the !-boxes that is in cut-contact with a C-node
from below (see Figure[H)) will be multiplied and move up eventually beyond C-
nodes that are leaves in the forest formed by C-nodes on level 0. The maximum
number of the (I,!) and (!,C) reductions that could have been involved in is
bounded by C3, and the maximum number of the additional -boxes produced
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in the process is bounded by 2Cj-eq. Therefore, the size of 7(?) in the process
will be always bounded by so+2Cyhey.

Since a particular cut within (V,V) and (side, V) reductions cannot directly
contact with the same “box;” twice, the number of such reductions is bounded
by Sp-Nno-

Bringing all together, the number of cut reductions on level 0 is bounded by
552 < s3. In addition, Lemma [ also provides that the size of 7(*) will be kept
in range of 6s3s7 < s3s3.

For simplicity, let s;=sg, for all [.

By repeatedly applying the above procedure, we conclude that every sequence
of cut reductions must terminate at most in  s3+s{°+sZ°+--- steps, which

yields a polynomial bound of the form s¢.

Theorem 3. Our system of cut reduction rules is locally confluent.
Proof. By examining all critical pairs.

Corollary 2. Our system of cut reductions has the Church-Rosser property. In
addition, every sequence of cut reductions terminates in polynomial time.

Proof. This follows from Theorems [2] and Bl

3 The Expressive Power of Easy-LLL

Corollary 3. Any polytime computable function is representable as a proof within
Intuitionistic Easy-LLL.

Proof. This easily follows from Girard-Asperti-Roversi’s result [8IT412], as well as
from Murawski-Ong’s interpretation of Bellantoni-Cook’s safe recursion|13].

Remark 6. In fact, Easy-LLL yields immediate simplifications. For instance, we
can take advantage of V in Definition [Il to provide “for free” the correct sim-
ulation of the additive boxes and related projections and conditionals within
classical proofnets (cf. Girard[§]):

(1) The ‘first projection’, presented with ‘plus;’, in a proof of the form (g, 71,
7 are cut-free):

1 T2 0
FI,B FI;B F &; Bt lus
- I'; (B&B) - & (B @B P B
Y

m o
=1 B & @ BE
is reduced to the first component of the pair: [ AR
(2) The ‘second projection’, presented with ‘pluss’, in a proof of the form:

ut
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T ook
Ai(gs) Af_ (gi) — Ai(q) AiL (gi)
\/ \/
l
qi q;

Fig. 8. The cut reduction in the case of fixed-point rules

1 T2 T
FI;B FI;B F @; B+ lus
- I'; (B&B) - &; (B ® BY) Eut 2
1o

i o
EI'yB  + @; Bt

. . t
is reduced to the second component of the pair: FI;® o

Notice that VA itself can be conceived of as a ‘projection’, since VVA = VA.

Remark 7. Theorem [2] gives the exact upper bound for the expressive power of
Easy-LLL and its generalizations.

Corollary 4. Let f be a function representable as a proof in Fasy-LLL enriched
with a number of fived-point rules:

E I Ai(Qi) i A'L(Qi) .
a 7
AR "l;q-L ’

where each of these A;(q;) is a formula with a distinguished propositional vari-
able q;, the fixed-point of A;. Then f is computed in polynomial time. The degree
of the polynomial is determined by the nesting depth of !-boxes and §-boxes within
a representation of f.

Proof. Theorem [ still remains valid, when we invoke the cut reductions for
fixed-points in Figure [

4 Concluding Remarks

The ‘nabla’ modality has appeared here as a result of consecutive attempts
to simplify the original ‘mixed’ syntax of Girard’s light linear logic (LLL) in
accordance with the basic complexity-theoretic constraints of LLL[g].
First, we extend the original LLL by adding two rules: one that introduces
F11, and ‘A-weakening’ that allows weakening on additive blocks (see Table 1).
The second step introduces LLL-V (see Table 2) by:
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— Substituting ?A for every occurrence of a block of the form [A].

— Substituting AA for every occurrence of a block of the form (A), where A
is dual to V. Indeed, it is observed that VA F A and VA F 1 are derivable
in LLL-V.

— Introducing ‘V-rule’, which is a non functorial promotion that preserves cut
elimination.

Remark 8. From a purely logical point of view, we obtain a logical system with
three modalities where everything is under control:

(i) The § modality is a multi-functorial modality that raises a level: A; B+ C
yields §A; §BF §C.

(ii) A functorial modality ! is applied to formulas on which Contraction and
Weakening can apply but on the next level.

The main observations about the morphisms it defines are !4 - (1A®!A), and
AR 1,and !'AF §A. See also Remark @ about the ‘exzponential isomorphism’.

(iii) The V modality controls Weakening but on the current level.

In fact, our VA can be conceived of as a purely multiplicative connective that
is served as the greatest lower bound of the additive (A&1). In particular, from
the point of [6], VA can be interpreted as |1 A. The most interesting feature of
this purely multiplicative V is the possibility of defining additive connectives
without the need of unrestricted weakening (see Definition [). In fact, in pres-
ence of restricted weakening, as in linear logic, the additive connectives can be
encoded using second order quantification, but these encodings crucially need
the exponential modalities:

(A& B) =3p(pa!(p o A)x!(p—- B)) (4)

Such modalities enjoy weaker properties in LLL, and thus the standard encodings
available in linear logic do not work for light logics (not even for elementary light
logic). To express additives, light affine logic invokes unrestricted Weakening[2].
In presence of unrestricted weakening, as in affine logic, the additive connectives
can be encoded as:

(A&B)=3p(p@(p—oA)®(p—oB)) ()
But the cost of adding unrestricted weakening is the nondeterminism of cut-
elimination in Classical Light Affine Logic:

Ezample 3. (after Lafont)

A proof of the form
1 T2

F I F &
- Iy d (6)
1
A
can be reduced to Ay
2

But the same proof (@) can be also reduced to }—'_I? o
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Example (] destroys the Church-Rosser property for classical affine logics. This
is the reason why, in the case of light affine logic, “in order to maintain the
proofs-as-programs paradigm, we are compelled to stick to the intuitionistic
version, in contrast to the case of Light Linear Logic, for which both classical
and intuitionistic formulations are possible.” (Terui[16])

It turns out that V is actually all that we need to express additive connec-
tives by the second-order encodings. See also Remark Bl which emphasizes the
deterministic behaviour of cut elimination even for classical Easy-LLL.

Additive connectives are important because they can be used to obtain very
natural representations of programming constructs such as conditionals.

The last step in clarifying the rules of the system is about Easy-LLL (see Table 3),
obtained from LLL-V by:

— Restricting ‘!-rule’ to the form in which !C' may depend on at most a single
assumption of the form (D).
— Substituting AD for such a (D) in the just obtained ‘l-rule’.

We have proved that Easy-LLL, a traditional syntactical fragment of LLL,
captures deterministic polytime computation in an ‘ideal’ way:

(a) The intuitionistic fragment of Easy-LLL is powerful enough to represent all
polytime functions.

(b) Easy-LLL enjoys polytime strong normalization, which is within the paradigm:
‘cut-elimination as a polytime computation’.

(¢) Easy-LLL cut reductions enjoy the Church-Rosser property, which is within
the paradigm: ‘cut-elimination as a deterministic computation’.

Our proof of polytime strong normalization for Easy-LLL is based on the
natural cut reductions directly produced from the rules of Easy-LLL.

The crucial non-trivial step of the proof is that we take advantage of a re-
stricted form of ‘l-rule’ in Table 3 to reveal a much deeper underlying forest
structure of C-nodes, which is stable under reductions (see Definition [0 and
Lemma [2]). Having detected such a stable tree-like skeleton of C-nodes (which
represent the most problematic ?-contraction rule) provides a transparent and
clean construction for polynomial bounds in Theorem

From the point of view of the complexity of applications, we believe that
Easy-LLL provides a reasonable balance between its expressive power (to capture
deterministic polytime computation) and its polytime strong normalization (to
guarantee polytime upper bounds):

(a) Though the syntax of Easy-LLL is traditional, Easy-LLL integrates all basic
principles of Girard’s light linear logic.

(b) Easy-LLL has a convincing phase semantics.

(¢) Easy-LLL enjoys a transparent polytime strong normalization.

(d) It is shown that even additive-free fragment of light linear logic is capa-
ble of expressing polytime computation [II], but their proof is extremely
complicated.
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Easy-LLL is flexible enough to incorporate basic constructs, such as addi-
tives/conditionals, to simulate polytime computation in a natural way (cf.
[T3IT5II6ILT]).

In closing, allowing £=2 within ‘l-rule’ in Table 3 yields elementary linear
logic[8]. By the same argument we can obtain a transparent proof of strong
normalization in elementary time for elementary linear logic|g].
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Abstract. We present FixIt(ALC), a novel procedure for deciding knowledge
base (KB) satisfiability in the Fuzzy Description Logic (FDL) ALC.
FixIt(ALC) does not search for tree-structured models as in tableau-based proof
procedures, but embodies a (greatest) fixpoint-computation of canonical mod-
els that are not necessarily tree-structured, based on a type-elimination process.
Soundness, completeness and termination are proven and the runtime and space
complexity are discussed. We give a precise characterization of the worst-case
complexity of deciding KB satisfiability (as well as related terminological and
assertional reasoning tasks) in ALLC in the general case and show that our method
yields a worst-case optimal decision procedure (under reasonable assumptions).
To the best of our knowledge it is the first fixpoint-based decision procedure for
FDLs, hence introducing a new class of inference procedures into FDL reasoning.

1 Introduction

Description Logics (DLs) [1] are a popular family of formally well-founded and de-
cidable knowledge representation languages. DLs have a wide range of applications,
e.g., they form the basis for Semantic Web (SW) ontology languages used such as
OWL [L1]]. Fuzzy Description Logics (FDLs) [[17] extend DLs to represent vague con-
cepts and relations, and as such are very well suited to cover for representing and reason-
ing with uncertainty, a requirement that naturally arises in many practical applications
of knowledge-based systems, in particular the SW; FDLs for instance fit very well to
the problem of multimedia information retrieval [9]. Another feature that makes FDLs
specifically interesting for the SW is a basic form of para-consistency, i.e. a statement
and its negation are possible to hold at the same time (to a certain extent). This al-
lows knowledge providers on the SW to disagree on the basic properties of data objects
and their interrelation without causing the (uninformative) explosion of the deductive
closure as in classical DLs.

So far, reasoning in Fuzzy DLs is mainly based on tableau-methods
(e.g.[317015016[17020]). Further, [18]] demonstrates how to use inference procedures for

* This work has been partially funded by the European Commission under the LarKC project
(FP7 - 215535). Stijn Heymans is supported by the Austrian Science Fund (FWF) under
projects P20305 and P20840.

S. Artemov and A. Nerode (Eds.): LECS 2009, LNCS 5407, pp. 265+279./2009.
(© Springer-Verlag Berlin Heidelberg 2009
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classical DLs to perform reasoning in (some) FDLs. Still, reasoning in FDLs is at least
as hard as reasoning in classical (crisp) DLs. Even in DLs of modest expressivity (e.g.
AILC [17/18/16]] the fuzzy variant of the DL ALC [14]]) the worst-case complexity of
reasoning is significant (cf. Section[3) even in restricted cases [17]]. Therefore, it is clear
that there can not be a single inference method that works well on all problems.
Consequently, our goal is to enrich the range of available methods for reasoning with
FDLs with a fundamentally different approach. In practical applications of DLs (and
hence FDLs) a particularly important feature for representing domain models is the sup-
port of so-called general terminologies (see e.g. [16]), i.e., the possibility to capture (po-
tentially recursive) interdependencies between complex concepts in a domain model.
However, besides the tableau-based methods for DLs (e.g [16/7/2013])) there are at present
no other FDL inference methods which can deal with general terminologies. We want to
provide an alternative to tableau-based methods that can deal with general terminologies.

The main contributions of the paper are as follows:

— We present a novel procedure FixIt(ALC) (cf. Section £.2)) for deciding knowl-
edge base (KB) satisfiability in the FDL ALC (cf. Section[2).

— We clarify the worst-case complexity of the reasoning task addressed by our algo-
rithm and show formally that the problem is EXPTIME-complete. From this result,
we can further establish EXPTIME-completeness for a range of related terminolog-
ical and assertional reasoning tasks (cf. Section[3)).

— We formally prove soundness, completeness and termination of the algorithm (cf.
Section[4.2)) and show that the runtime behavior of the proposed algorithm is worst-
case optimal (cf. Section[4.3)).

— FixIt(ALC) generalizes a type-elimination-based decision procedure [12] for the
(classical) modal logic K (i.e. BDD [10]) to the FDL ALC. Additionally we
integrate (fuzzy) ABoxes and general TBoxes which are not dealt with in BDD.

— To the best of our knowledge it is the first fixpoint-based decision procedure that
has been proposed for FDL introducing a new class of inference procedures into
FDL reasoning.

— Besides the tableau-based methods in [16/7020J3], it is the only approach to inte-
grate general terminologies in FDL reasoning and the first non-tableau-based one
that we are aware of. General terminologies are handled in a fundamentally differ-
ent way than in standard tableau-based method such as [[16l7]].

Our method is interesting especially regarding the last aspect since the handling of
general terminologies in standard tableau-based methods (e.g. [16J7]) is a major source
of non-determinism (cf. Section[3) and thus computational inefficiency. In our case no
non-deterministic choice is introduced by terminologies.

2 Preliminaries

We introduce AILC [17]], the fuzzy variant of the Description Logic ALC [[14] (the latter
can be seen as a syntactic variant of the multi-modal logic K, [13]). ALC provides
the starting point for more expressive FDLs [[19] that have been proposed to fuzzify
major fragments of OWL [[11]].
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Syntax. Concept expressions are constructed from a signature ) = (C, R, I) with
concept names C, role names R, and individual names I. The set of concept expres-
sions C(X) over X' is defined as the smallest set of expressions that contains C, T
and is closed under the application of the concept constructors C' M D (intersection),
C U D (union), =C' (complement), and VR.C' (universal role restriction) for R € R
and C, D € C(X) . We allow expressions JR.C for C' € C(X),R € R and L and
treat them as shortcuts for -VR.—~C' and =T respectively. A TBox axiom (or general
concept inclusion axiom (GCI)) is an expression of the form C' C D s.t. C, D € C(X).
A terminology (or TBox) 7 is a finite set of TBox axioms. Syntactically, the vagueness
of descriptions becomes explicit only when describing specific instances and their inter-
relations: a (fuzzy) ABox axiom is either a (i : C' > d) ora (R(4,4') > d) s.t. 4,4’ € 1,
d € [0,1], and e {<,>,=}. An ABox A is a finite set of ABox axioms. Finally, a
knowledge base K = (7, .A) consists of a TBox 7 and an ABox A. Let Ind4 C I de-
note the individual names that occur in .A. We denote the set of all concept expressions
that occur as subexpressions in K by sub(K).

Semantics. Semantically, vagueness is reflected in the use of fuzzy sets and relations
when interpreting concepts and roles: an interpretation Z = (A%, -T) consists of a non-
empty set AZ called the domain, and a function -Z which maps each concept name
C € Cto a fuzzy set CT : AT — [0, 1], each role name R € R to a fuzzy relation
RT : AT x AT — [0,1] and each individual name i € I to an element iZ € AZ. The
interpretation function -Z is extended to arbitrary concept expressions C' € C (X)) as fol-
lows: 1. (C 1 D)% (0) = min(C%(0), D*(0)) 2. (C U D)*(0) = maz(C*(0), D*(0))
3. (=C)%(0) =1 — C%(0) 4. (VR.C)%(0) = inf ,yc por{maz(1 — R*(0,0"),C* ("))}
5.T%(0) = 1forallo € AT, C, D € C(X), R € R. Note that, in contrast to classical
DLs, it does not hold that (C' U —~C)% = TZ for all interpretations Z, hence the need to
add T (or L) to the language explicitly.

An interpretation Z satisfies a TBox axiom o« = C' T D iff for all 0 € AT it
holds that CZ(0) < DZ(o0), i.e. C is a fuzzy subset of D. T satisfies an ABox axiom
a = (i : Cad)iff CT(i%) v d. T satisfies an ABox axiom o = (R(i,i') > d) iff
RZ(iT,i"T) > d.In all these cases, we write Z |= o Z satisfies a TBox 7 (or is a model
of T)iff 7 = aforall « € 7. T satisfies an ABox A (or is a model of A) iff 7 = «
for all &« € A. Finally, Z satisfies a knowledge base K = (7,.A) (or is a model of K)
iff 77 and7 | A.

Reasoning in ALC. Given a fuzzy KB K = (7, A), fuzzy ABox axioms or GCIs «
and concept expressions C;, D € C(X), we can analyze particular semantic character-
istics and interdependencies: We say that K is satisfiable (or consistent) iff there is a
model Z for K. KC entails o (denoted as I = «) iff all models Z of K satisfy . Concept
C'is subsumed by concept D (wrt.aKB K) iff £ = C' C D. Two concepts C and D are
called equivalent (wrt. a KB K) iff for any model Z of K it holds that CZ (o) = D% (o)
for all 0 € AZ. Two concepts C and D are called disjoint (wrt. a KB K) iff for any
model Z of K it holds that there does not exists an o € A such that C(0) > 0 and
D% (0) > 0. A concept C is called satisfiable (wrt. a KB K) iff there exists a model Z of
T such that CZ (o) > 0 for some o € AZ. Further, one might want to compute the truth
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value bounds for a given ABox assertion o wrt. I to determine the possibility interval
that is enforced for « by the background knowledge in K: The greatest lower bound of
a wrt. K is defined as glb(a, K) := sup{d| K & (o > d)} and the least upper bound
of a wrt. K is defined as lub(c, K) := inf{d|K |= (o < d)} (where sup@) = 0 and
inf @ = 1). Computing glb(cx, K) and lub(«, K) is usually called the best truth value
bounds (BTVB) problem.

One of the most fundamental reasoning problems is to determine whether a given
fuzzy KB K is satisfiable. A lot of other reasoning tasks (e.g., checking for concept
satisfiability wrt. a TBox or the BTVB problem) can be reduced to KB satisfiability
checking [17]] and therefore solved by a respective decision procedure. For this reason,
we consider KB satisfiability as the reasoning problem to be solved.

3 Complexity of Reasoning with Knowledge Bases

Deciding the satisfiability of KBs in ALLC where the TBox 7 is restricted to axioms
of the form A C C or A = C (for concept names A € C and concept expressions
C € C(X)) such that any concept name A occurs at most once on the left-hand side and
the TBox does not contain any cyclic dependencies between concept names is known to
be a PSPACE-complete problem [[17]. For the general case of unrestricted terminologies
(allowing arbitrary GCIs C C D), we are not aware of any worst-case complexity
characterization. We show that determining the satisfiability of a KB in the general case
is EXPTIME-complete (which corresponds to the situation in the classical variant ALC).
Detailed proofs are omitted here but can be found in [6].

EXPTIME-Hardness. We show EXPTIME-hardness by a polynomial-time (many-one)
reduction of concept satisfiability wrt. general terminologies in the classical DL ALC
which is known to be an EXPTIME-hard problem [[1, Chapter 3]. We define the necessary
reduction function as follows:

Definition 1 (Reduction). Let T denote a finite set of GCIs and C' € C(X) be any
concept expression. Then we define the reduction (T, C) of the terminology T and the
concept expression C as (T, C) := K where K = (T, A) is the AILC knowledge base
consisting of the TBox T := TUT* withT* :={T C-DUD|D € sub(TU{C})}
and the ABox A := {(i : C' > 1)} for some new individual name i.

The intention of the additional TBox components 7* ensures that any model of 7°
(and hence 7(T, C)) assigns only possibility degrees in {0, 1} to any concept (sub-)
expression occurring somewhere in T or C'. In particular, any such model always as-
signs classical truth values to any concept name A € C and any concept expression that
is constructed from a role R € R (but not necessarily to the roles R € R themselves).
Since for possibility degrees in {0, 1} the (fuzzy) semantics of concept constructors
in AILC coincides with the classical semantics in ALC, we know that a fuzzy inter-
pretation that satisfies 7 can be modified (easily) into a classical (i.e. crisp) model
of T. By the same line of argumentation, A ensures that in any model of 7(T, ()
(and hence 7') the input concept C' is ALC-satisfiable. The implication in the other
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direction is immediate since any crisp interpretation is a model of the additional TBox
components 7 *:

Proposition 1. C is satisfiable wrt. T in ALC iff n(T, C) is satisfiable in ALC.

It is straightforward to see that the many-one reduction 7(T, C') can be computed in lin-
ear time (wrt. the size of T and C') for each finite set T of GCIs and concept expressions
C € C(X). As an immediate consequence we get the following corollary:

Corollary 1 (EXPTIME-Hardness of KB Satisfiability). The problem of deciding the
satisfiability of KBs in AILC is EXPTIME-hard if GCls are allowed.

EXPTIME-Membership. KB satisfiability in ALC is in EXPTIME since [18]] shows that
checking KB satisfiability in ALLC can be reduced (in polynomial time) to checking
KB satisfiability in ALC which is known to be in EXPTIME, since KB satisfiability is
in EXPTIME even for an extension of ALC, i.e. the more expressive DL SHZQ [21],
Corollary 6.30].

Theorem 1 (EXPTIME-Completeness of KB Satisfiability). The problem of deciding
the satisfiability of KBs in ALC is EXPTIME-complete if GCls are allowed.

Besides KB satisfiability, one can show that also the following reasoning problems are
EXPTIME-complete: K = C = D, K = C C D, concept disjointness wrt. K, concept
satisfiability wit. K, L = (0 : C > n), K E (0: C < n),and K | (0 : C = n); we
refer the reader for more details to [6].

4 A Decision Procedure Based on Fuzzy Type Elimination

We present a decision procedure for KB satisfiability in ALC which does not rely on
systematic search in the first place (as e.g. tableau-based methods), but instead con-
structs a canonical interpretation by means of a fixpoint construction. The so-
constructed (canonical) interpretation (if non-empty) satisfies the TBox of a KB and
allows to derive a model for the given knowledge base /C iff /C is satisfiable. In contrast
to tableau-based procedures a canonical interpretation is in general not tree-shaped.
Further, it can be shown that the number of iterations required to reach a fixpoint is
linear in the modal depth of K.

Preprocessing. Without loss of generality, we can restrict ourselves to normalized
knowledge bases [16], i.e. knowledge bases which contain only fuzzy ABox assertions
of the form (v > d), by applying the following equivalent transformation fuzzy ABox
axioms: (i : C < d) ~» (1 : =C > 1—d)yand (i : C = d) ~ (i : C > d),
(i : =C > 1 — d). Further, we can assume that all axioms in K are in box normal form
(BNF) [10] (i.e. the only negative concept subexpressions are of the form —VR.C or
negated atomic concept names —~(C'), by exhaustively applying the following equivalent
transformation to concept expressions: =(CMD) ~» -CU-D, =(CUD) ~» ~CN-D,
and =—C' ~~» C. These preprocessing steps can be performed altogether in linear time
wrt. the size of the input KB.
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4.1 Basic Notions and Intuition

Types. Let K = (7, .A) denote a normalized ALC knowledge base in BNF. The closure
of a knowledge base cl(K) is defined as the smallest set of concept expressions such that
for all C' € sub(K), if C' is not of the form —D, then {C,—C} C cl(K). Further, let
PossDeg(KC) denote the set of all relevant possibility degrees that can be derived from
K, i.e. PossDeg(KC) = {0,0.5,1} U {d[{a > d) € A} U{l —d[{a > d) € A}.
It has been shown in [17/18] that if K is satisfiable, then there is as well a model of
K which assigns possibility degrees in PossDeg(K) only. Hence, for our purposes we
do not need to consider arbitrary possibility degrees d € [0, 1], but only the finite set
PossDeg(KC) that can be derived from K.

We can then introduce the notion of a rype, which allows to represent individuals of
an interpretation in a syntactic way:

Definition 2 (Fuzzy KC-Type). A fuzzy K-type 7 is a maximal subset of cl(K) x
PossDeg(KC) such that the following conditions are satisfied: 1. if (C,d) € 7 and
(C,d'y € Tthend = d 2. if C = =C' then {C,d) € T iff (C',1 —d) € 7 3. if
C=C"NC" then (C,d) € Tiff (C',d")y € T and (C",d") € T and d = min(d’,d")
4.if C = C'"UC" then (C,d) € Tiff (C',d") € 7 and (C",d") € T and d =
max(d',d") 5. forall C T C" € T:if (C,d) € T and (C',d') € T thend < d' 6. if
C =T then (C,1) € T.

Since cl(K) and PossDeg(K) are both finite sets, there are at most 2/</(P)[[PossDeg(K)]
different /C-types. Each type 7 can be seen as an individual and syntactically represents
all (fuzzy) properties that can be observed about that individual: (C,d) € 7 indicates
that the individual 7 belongs to C' with the possibility degree d. Hence, the set of all
IC-types (or simply types) provides enough vocabulary to let us describe all kinds of
interpretations for K simply by fixing how to interconnect individuals (and therefore

types).

Canonical Model. It turns out that it is possible to connect types in a fixed (or canon-
ical) way, such that the interconnection defined is consistent with almost all properties
specified syntactically in the type. The interconnections can be derived from the types
themselves:

For a set of types T" we can define for each role R a canonical accessibility relation
Ar : T x T — PossDeg(K) that “maximally” interconnects types 7,7 € T with
possibility degree d € PossDeg(K): let 6(d,d’) :==1ifd < d’ and 6(d,d’) := 1 —dif
d > d'. Then, we can define Ag by

Ag(7,7") = min{é(d,d)|(VR.C,d) € 7,{C,d') € 7'}

if VR.C € cl(K) for some C' € C, and Ar(7,7’) := 1 otherwise.

This way, we can construct a canonical interpretation Zr for any given set of types T’
using the canonical interconnection of types by Ag as follows: Zp = (T, -Z7) with (i)
for any concept name C in K and any 7 € T we set CZ7 (1) = d if (C,d) € 7, and (ii)
RI7(1,7") = Ag(7,7’") for any role R in K and any 7,7’ € T'. Please note, that by our
definition of KC-types, Zr is well-defined for any concept name or role name. However,
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our definition deliberately leaves open the interpretation of individuals. We therefore
define in fact a class of canonical interpretations, each of which fixes a specific way of
how to interpret the individuals in a KB /.

The canonical interconnection in Zr is chosen in such a way that all assignments of
possibility degrees to concepts of the form C' = VR.C' € 7 are lower bounds for the
possibility degrees that are in fact assigned by a canonical interpretation Zr. Hence,
such a canonical interpretation is almost immediately a (canonical) model for the ter-
minology 7, i.e. it satisfies that

CIr(r) = diff (C,d) € T (*)

for almost all C € cl(K) and therefore Zp = C C C' forall C C C' € T by
clause (5) in our definition of /C-types. That (x) is satisfied by Zp is straightforward
for the cases of concept names C, or complex concepts of the form C = C' N C”,
C=C'uC”,C=—-C"andthe CI7 (1) > d case for C = VR.C by our definition
of types and the definition of Ag. The only cases where (x) can be violated by Zp
is for types 7 containing universally role restricted concepts VR.C' that are assigned a
possibility degree which is oo small (wrt. the R-successor types 7 in Z7) to properly
reflect the semantics of VR.C in ALLC, i.e. to coincide with the greatest lower bound of
the set

{maz(1 — R*" (r,7"),C*r (")) | 7' € T}

Types 7 in which the possibility degree assigned d to VR.C'is too small to be consis-
tent with the semantics of AILC are called bad types. Bad types 7 € T can be detected
easily, since they satisfy that there exist R € R,C € C(X),d € PossDeg(K) s.t.
(VR.C,d) € T and forall 7' € T:if (C,d’) € 7’/ then max(1 — Agr(7,7'),d’") > d.

This suggests the following simple algorithm (which uses a fuzzy type elimination
process at its core): in order to compute a maximal interpretation that satisfies all ter-
minological axioms, we start off with the maximal set of types (i.e all KC-types) and
iteratively fix all problems that prevent (x) from being satisfied by removing bad types.
This way, we must eventually reach a fixpoint after finitely many steps. If the resulting
set of types is non-empty, we know that (x) must hold (since all problems have been
fixed) and therefore we can be certain that the corresponding canonical interpretation
satisfies 7 (and covers all other possible models of 7 at the same time). Hence, we
eventually need to check if all ABox axioms are satisfied by the canonical interpreta-
tion. If this is the case, we have found a model for /C, otherwise, we know that there can
not be any interpretation that satisfies both 7" and A at the same time. In other words,
IC is not satisfiable.

4.2 Algorithm

The type elimination process sketched above can be formalized as shown in Algo-
rithm [Il Note that the emptiness test for the fixpoint T is covered implicitly: if the
fixpoint 7' is empty, then the test in the if-statement fails trivially.

The termination, soundness, and completeness of our algorithm can be proven for-
mally (cf. [6] for full proofs):
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Algorithm 1. The Type Elimination-based Decision Procedure FixIt(ALC)

procedure satisfiable(XC): boolean
T:={r|risaK-type };

repeat

T =T,

T :=T'\ badtypes(T");
until7 =77 ;

if there exists a total function 7 : Inda — T s.t. (C,d') € 7(0) and d < d’ for each

(0:C >d) e A and Ar(m(0),m(0")) > d for each {R(o0,0") > d) € A then
return true;

end

return false;

function badtypes(T) : 27
return {T € T|(VR.C,d) € T and forall 7" € T if (C,d') € 7’ then
max(l — Agr(r,7),d") > d};

Theorem 2 (Termination). For any ALC knowledge base K = (T, A) the algorithm
FixIt(AILC) terminates after finitely many steps with either true or false as return
value.

The following lemma is a key element of the soundness and completeness proof and
shows that by successively removing bad types we can indeed ensure that types encode
possibility degree assignments to concepts that coincide with the canonical interpreta-
tion, and that any such canonical interpretation is a model of the 7.

Let T be the set of types that is computed as the fixpoint in the algorithm
FixIt(ALC), i.e. badtypes(T) = () and let Zp= (T, -I7) be a canonical interpretation
for T" as defined above.

Lemma 1. For each K-type 7, concept C € cl(K) and d € PossDeg(K) it holds that
CIr (1) = diff (C,d) € 7. Further, Iy = T.

Theorem 3 (Soundness). If FixIt(ALC) returns true for a ALC knowledge base K =
(T,A), then K is satisfiable.

A second key element for the completeness proof is the following lemma that shows
that our canonical way of interconnecting types (in the fixpoint set) is maximal or the
strongest possible one in the following sense: the interconnection R of individuals o, o’
defined by any model Z of X is covered by the canonical interconnection Ag of the
respective types 7(0), 7(o’) representing o, o’ in Z.

Lemma 2. Let T = (A%, 1) be any model of K = (T, A). For each individual o € AT
we define its corresponding type 7(0) := {(C, d) € cl(K) x PossDeg(K)|C% (o) = d}.
Then, Ar(7(0),7(0")) > R%(0,0') forall 0,0’ € AZ.

Theorem 4 (Completeness). If an ALC knowledge base K = (T, A) is satisfiable,
then FixIt(AILC) returns true for K.
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This leads to the main result, which is an immediate consequence of Theorems [3] (]
and 2}

Corollary 2. The algorithm FixIt(ALC) is a sound and complete decision procedure
for knowledge base satisfiability in AILC.

4.3 Runtime and Space Requirements

We now analyze the runtime and space requirements of our algorithm based on a naive
implementation model to derive upper bounds. The considered implementation works
directly on types and explicit representations of sets of types.

In the following we assume that the number p of different possibility degrees that
can occur in any KB /C is fixed. This assumption seems realistic and does not restrict
applications of FDLs in practice, i.e., we can assume a limited (numerical) resolution of
sensors and algorithms (or humans) assigning possibility degrees to individual observa-
tions. Further, we consider the computation of the basic functions min, maz, 1 — d and
comparisons d < d’ as atomic operations with unit costs.

Representation. According to Def.[2] a K-type 7 is a function 7 : cl(K) — PossDeg(K)
that satisfies a particular consistency property. Fix some total order (C1, Ca, . .., C}) on
the subset cl () of cl(KC) that consists of all positive concept expression C; € cl(K).
Then, we can represent a type 7 by a sequence of pairs

T = <d1,d1>, <d2,d2>, ey <d}€,dk>

with & = |cl+(K)| € O(|K]|), where d; represents the possibility degree assigned to
a positive concept subexpression C; € cl(K) and d; represents the possibility degree
assigned to a negative concept subexpression —C; € cl(K). There are only finitely
many relevant possibility degrees. Assuming a binary encoding (-),, : PossDeg(KC) —
{0, 1}? of possibility degrees, each such sequence requires at most 2-k-logz (p) € O(k)
bits. Clearly, not each such sequence represents a KC-type. However, for any sequence
checking the consistency requirements from Def. [2] can be done time O(k - |7]) and
space O(1): property (1) is satisfied already by our encoding, properties (2)-(3) and (6)
can each be decided in O(k), property (5) requires O(k - |7|) computation steps. In any
case, we need only O(1) additional space for the computation.

The algorithm can be separated into three different phases: the initialization step, the
fixpoint computation, and the final test. We analyze all of these steps one-by-one.

Initialization Phase. To compute the set of all KC-types, we generate any sequence
(d1,d1),{da,da), ..., {(dg,d) s.t. d;,di € PossDeg(K). For each sequence this re-
quires at most 2k steps. Testing if such a generated sequence satisfies the consistency
requirements, takes at most O(k - |7|) steps and only constant additional space. Any
sequence that satisfies the consistency requirements is stored in a linked list. During the
initialization phase, we need to check p?* sequence, which requires O(p** - k - |T|)
computation steps and O(p?* - k) space.
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Fixpoint Computation. The current set of types 7' in the fixpoint computation is rep-
resented as linked list from which elements are removed during this phase. Clearly,
the function 6(d, d’) can be computed in constant time. The computation of Ag(7, 7")
therefore can be performed in O(k?) computation steps and constant additional space
for any two given types 7, 7. Given a type 7 € T, we can then determine if 7 is a bad
type (wrt. T) in O(k - (|T] - k?)) = O(k? - |T'|) basic computation steps using constant
space only. This test has to be performed for all | T'| types in T in order to compute 7".
Removing a bad type from the current list of types T requires O(|T'|) time and constant
additional space. To find out if we reached a fixpoint after an iteration, we can simply
use a boolean variable, which is set to false at the beginning of each loop and set to
true if a type is removed from the list. This requires at most O(|T"|) additional assign-
ments and one boolean comparison during each iteration and constant additional space.
Hence, each iteration of the loop (to compute T") requires O((k3 + 1) - [T|? + |T)
computation steps and constant additional space.

Let ¢ denote the size of the initial set of types 7. Since we need at most ¢ iterations
to reach a fixpoint, we can compute the fixpoint in at most O((k® + 1) - t3 + t) steps
using O(t) additional memory units. Since ¢ < p?*, we can derive O((k® + 1) - p®* +
p?k) as an upper bound on the number of computation steps performed for the fixpoint
computation and O(p?*) as an upper bound for the additionally required space.

Final Test. We can represent a total total mapping 7 : Ind4 — T as a mapping from
Ind 4 to the index of an element in the list T'. This requires, O(i - loga(t)) additional
memory units with ¢ = |Ind 4| and lookups for values of 7 can be performed in O(t)
time using a hashing function and a subsequent iteration over the list representing 7'
Given such a mapping 7, we can therefore determine if the required property in the if-
statement in Algorithm/[Ilis satisfied by 7 in at most O(a- (¢-k?)) steps (where a = |A|)
using O(1) additional memory only. We can generate any such mapping 7 : Ind4 — T
in at most O(i-logs(t)) steps. Further, there are at most ¢* different such mapping, which
we can generate and test one-by-one. Hence, we can implement that final test using at
most O(t! - (i - loga(t) +a- (t-k2))) = O(p*" - (i - k- loga(p) + a- (p?* - k?))) steps
and O(i - k - log2(p)) additional memory units.

Overall runtime and space bounds. For an upper bound on the overall execution of the
algorithm, we can sum up the runtime and space bounds for the three different phases
above: In regard of runtime, the algorithm requires no more than O(p?* - k- | 7| + (k3 +
1)-p® +p2F + (p?*- (i -k -loga (p) +a- (p?* - k?)))) computation steps. In regard of the
space, the algorithm requires no more than O(p?* - k + p?* +-i-k-logs(p) +|K|) space.
Since k,i € O(]K|) and since we assume that p is a constant (and hence independent
from a size of a KB K), the algorithm requires at most exponentially many computations
steps and an exponential amount of memory in regard of the size of the input KB /.
This means that (under the realistic assumptions) our algorithm can be implemented
in a way that is worst-case optimal in regard of the runtime of the algorithm, since
by Theorem [1] the problem of determining the satisfiability of a KB in ALC requires
exponential time (wrt. the size of the input KB) in the worst case. Further, note that ap-
plying a standard tableau-based decision procedure (e.g. [1]]) to (crisp) equisatisfiable
ALC-reduction of a general ALC KB usually yields only a NEXPTIME-upper-bound
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on the runtime of such an (indirect) decision procedure. Therefore, indirect reasoning
approaches by reduction to classical tableau-based methods usually can only give sub-
stantially worse runtime guarantees.

Consequently, the major obstacles when using the algorithm in practice are (i) the
exponential space requirement and (ii) the necessity to consider all types in 7 € T
during each loop one-by-one. These problems are mainly based on the fact that we
use explicit representations of set of types. A potential solution to these problems is
known from the area of Symbolic Model Checking [[8] and has already been success-
fully applied for the implementation of the BDD procedure in [10]: the use implicit
(or declarative) representations of sets of types by means of formulae and to implement
set-theoretic operations by formula modifications and (un)satisfiability tests. In partic-
ular, set-theoretic operations on sets can be implemented as set-at-a-time operations
instead of element-at-a-time operations which can speed up computation significantly.

5 Discussion: Reasoning with Terminologies in Fuzzy
Tableau-Based Methods

Tableau-methods can be used to determine the satisfiability of KBs. In order to detect
the satisfiability status of a given KB K = (7', A), they construct tree-structured labeled
graphs (i.e. completion graphs). The nodes in a completion graph represent individuals
in an interpretation Z for XC and the edges capture the interrelation of individuals via
roles in /C. Node labels capture (bounds on) the degree to which the individual rep-
resented by the node is a member of a concept, edge labels specify (bounds on) the
degree of interrelation of the connected individuals wrt. roles. The completion graph is
initialized to represent the ABox .A. Then, it is stepwise extended by analyzing concept
labels of nodes and interrelations. An expansion can create new labels for nodes and
edges and insert new nodes and edges into the graph. The extension process follows a
set of so-called completion rules which are exhaustively applied. During the comple-
tion process non-deterministic choices can appear: there might be more than one way to
extend the graph further, but we can not tell which of these extensions will eventually
lead to a successful construction of a model for K (if there is one). In order to stay
complete, all possible choices (for any node and any node label) need to be considered
as long as no model has been constructed yet. The latter can be determined by checking
labels for elementary contradictions (in regard of the specified bounds on membership
degrees). If no completion rules are applicable anymore and there are no labels to nodes
and edges which contain an elementary contradiction (i.e. we have a fully-expanded and
clash-free completion graph), then we found in fact a (witness for a) model for K. If no
such graph can be constructed at all, /C is unsatisfiable.

Example. Consider the ABox A = {(i : VR.-BU3IR.(BNC) <04),(i:VR.C >
0.7)}. The completion process starts with the completion graph

Lo = {(YR~BU3R.(BMC) <0.4), (VR.C >0.7)}
°
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Since i can be a member of VR.—B LI3R.(B M C) only up to degree 0.4, we can derive
upper bounds on the possibility degree for ¢ wrt. VR.—B and AR.(BMC) directly from
the semantics of the concept constructor LI and update the label by two new constraints

Ly = LoU{(VR.-B < 0.4), (3R.(BNC) < 0.4)}
°

To satisfy (VR.—B < 0.4), we introduce a new R-successor node j, a constraint on the
degree of R-interrelation between ¢ and 7, and a constraint on the degree of membership
of j in —~B. Both constraints follow immediately from the semantics of the universal role
restriction in ALC:
L Ly ={(~B <04)}
e———{(R>06)}——>o
1 J

To satisfy the constraint (VR.C' > 0.7) € L we add (C' > 0.7) to L{,. Further, in ALC
(=B < 0.4) € L, can be rewritten as (B > 0.6)

I L = {(B > 0.6),(C > 0.7)}
o {(R>06)}——»o
1 J

Finally, the only constraint that we did not consider yet is (GR.(BMNC) < 0.4) € Ly.
To ensure the satisfaction of this concept expression, we need to add (B M C < 0.4)
(since the edge constraint (R > 0.6) and the upper bound (R < 0.4) are inconsistent
with each other):

L1 Ly =LY U{{(BNC <0.4)}
0—{<R > 0.6)}—»’
1 J

Considering the semantics of the concept intersection in ALC, (BMNC' < 0.4) is satisfied
iff (B < 0.4) or (B < 0.4) are satisfied. Hence, we face a non-deterministic choice
point in the completion process. Since all possible extensions lead to an unsatisfiable
constraint systems node j in the completion graph, we can conclude that the given
ABox A is unsatisfiable.

Tableau-based implementations deal with (or) non-deterministic choice points by
backtracking. Since for any choice, an unsatisfiable node might be detected only after
a lot of node label and graph extension steps, backtracking can become a very costly
operation.

Integration of GCIs. In order to integrate GClIs into the completion graph extension
process sketched above, standard tableau-based methods (e.g. [[16], and similarly [7])
exploit the following observation: An interpretation Z satisfies the GCIC C D (i.e.Z |
C C D) iff for all (relevant) possibility degrees n € PossDeg(KC) and all individuals
i € AT either (i : C < n)or (i : D > n) holds.

To reflect this property in the tableau completion process, a non-deterministic rule
for the extension of node labels is added to the inference system: for each node i in the
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completion graph, each GCI C' C D in the TBox, and each (relevant) possibility degree
n, we either insert the constraint (i : C' < n) or (i : D > n) into the current node
label.

It is obvious that using this new inference rule GCIs essentially become the major
source of non-determinism for tableau-based inference procedures: for each node i ap-
pearing (somewhen) in the completion graph, we have a distinct alternative for each rel-
evant possibility degree n € PossDeg(K) and each GCI C' C D € T. Hence, for each
node i on a path of length [ in the completion graph, we get up to |PossDeg(KC)| - |7 |
different alternatives. This makes up to [PossPee(X)I"IT1 distinct cases that need to be
considered during the completion process in the worst-case. It is further known [[1]] that
when supporting GCIs, the maximal path length in the completion graph can be limited
only by an upper bound that is (itself) exponential in the size of the input ABox A (us-
ing a technique called blocking). This gives a doubly-exponential runtime for tableau-
based methods in the worst case, such that without clever implementation techniques
and good heuristics for guiding the backtracking search, a tableau-based reasoner in-
tegration GCIs as described above might not be usable even in rather small practical
scenarios.

In this paper, we present a method that does not suffer from this problem, i.e. no
non-deterministic choice-points are introduced.

6 Related Work

Our method FixIt(ALC) generalizes the principle (i.e. a type elimination process) un-
derlying the top-down variant of the J{BDD procedure proposed in [10] for the modal
logic K to the (more expressive) FDL ALC. Further, our method integrates (fuzzy)
ABoxes and TBoxes in the inference process both of which are not dealt with in CBDD.

Inference Algorithms for FDLs and Reasoning with GCls. So far, reasoning in Fuzzy
DLs has been mostly based on tableau-methods (e.g., [ZU15016417]). Most of these
methods do not support reasoning with general terminologies as it is possible with
FixIt(ALC). The first method ever to integrate GCIs into FDL reasoning is [[16]. A
very similar approach is presented in [7] for the fuzzy variant of a more expressive DL,
namely SHZ. Very recently, [20] proposed a novel and elegant method for reasoning
with GClIs (under a more general semantics than here) which is inspired by earlier works
on tableau-based reasoning in multi-valued logics. The method combines a tableau-
construction procedure with a Mixed Integer Linear Programming (MILP) solver that
serves as an oracle to the FDL tableau procedure. To the best of our knowledge there is
no other approach to deal with GCIs in FDLs available at present. FixIt(ALC) there-
fore represents an interesting enrichment of inference calculi toolbox for FDLs, since no
non-determinism is introduced by considering GCIs. A similar effect is achieved in [20]
by the substantial modification of a standard tableau-based method and an extension
with an MILP oracle: the tableau-expansion process does not become non-deterministic
by introducing GCIs. However, depending on the solution techniques applied inside the
MILP solver, non-determinism might simply be shifted from the tableau-construction
process into the MILP oracle. In such cases, respective computational inefficiencies
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would then simply be hidden in then MILP oracle, but not actually resolved. A very
similar approach that is not fixed to a specific semantics is presented in [3].

Further, [18]] demonstrates how to use inference procedures for classical DLs to per-
form reasoning in (some) FDLs. This allows to use algorithms that have been developed
for classical DLs in FDL reasoning (for some FDLs) in an indirect way. Please note that
the JCBDD procedure can not be used in such an indirect way to perform ALLC reason-
ing, since both TBoxes and ABoxes are not supported.

[4l3]) consider a fuzzy version of ALC using arbitrary continuous t-norms (and the
corresponding residuated implications) to define the semantics of the concept construc-
tors and proposes a method for deciding § = (C C D > 1) and the satisfiability
of (C C D > 1) by mapping to a (decidable) propositional fuzzy logic. The gener-
ated propositional problems can be exponentially bigger than the FDL input problem.
Although, the semantics considered in [4l3]] is more general than here (but differs for
universal role restrictions), the proposed decision procedures cover more limited rea-
soning tasks, i.e. no background knowledge K is considered.

7 Conclusions and Future Work

We presented a novel procedure FixIt(AILC) for deciding knowledge base (KB) sat-
isfiability in the FDL ALLC, introducing a new class of inference procedures into FDL
reasoning. Besides the tableau-based methods [3I7!16/20], it is the only (and the first
non-tableau-based) approach to integrate general terminologies in FDL reasoning that
we are aware of.

Additionally, we clarified the worst-case complexity of the reasoning problem that is
solved by the algorithm and showed that deciding the satisfiability of a KB in ALC is
an EXPTIME-complete problem. A discussion of a (straigthforward) implementation of
the algorithm based on explicit representations of types shows that our algorithm can
be implemented in a way that is worst-case optimal wrt. its runtime.

The main research questions that we want to address next are as follows: we will
study means of implicit representation of sets of fuzzy types known from Symbolic
Model Checking [8]], in particular their implementation by means of Ordered Binary
Decision Diagrams (OBDDs) [2] similar to [10]], therefore addressing the main obstacle
to apply the procedure in practice. A major question concerning optimization is clearly
how to implement the final test of the algorithm efficiently, e.g. by heuristic search using
the information in the ABox effectively to find the required mapping. The integration
of optimizations such as full vs. lean representations or particle vs. types as discussed
in [10] should be straightforward. We want to evaluate the effectiveness of the method
by an implementation and comparison to tableau-based systems for FDLs. Moreover,
we believe that it is interesting to study a bottom-up variant of XBDD in the context
of FDLs too, and to check if the integration of ABoxes can be done more efficiently
in such a variant. Finally, we would like to see to what extend the method can cover
other semantics for FDLs (e.g. other t-norms) and extended constructs, such as fuzzy
modifiers and concrete domains.
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Abstract. We address the problem of quantitative comparison of clas-
sical and intuitionistic logics within the language of the full propositional
system. We apply two different approaches, to estimate the asymptotic
fraction of intuitionistic tautologies among classical tautologies, obtain-
ing the same results for both. Our results justify informal statements
such as “about 5/8 of classical tautologies are intuitionistic”.

1 Introduction

It is a standard approach to use the notion of density [6/I] to analyse quanti-
tative relations between countable sets. The general idea is to consider subsets
of elements of bounded size, and to observe the uniform measure of one subset
in the other when the maximal allowed size tends to infinity. This approach
requires that the number of elements of bounded size is finite.

One of the first papers to address the quantitative aspects of intuitionistic
logic was [6], which (according to the authors) was partially motivated by the
short note in some paper of Statman saying: “It is a good bet but not a sure thing,
that p (type) contains a closed term”. Most results of that paper were formulated
in terms of inhabitation of types in simple A-calculus. However, under Curry-
Howard isomorphism (see e.g. [§]), they translate directly to the framework of
intuitionistic logic.

The authors of [0] considered calculus with a finite number of ground types,
and only functional types. In terms of logical formulae it means that the number
of different variables in a formula was bounded by some constant, and the only
allowed connective was =-. The authors proved that at least 1/3 of classical
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tautologies are intuitionistic and gave some lower and upper bounds (dependent
on the number of allowed variables) for the density of intuitionistic tautologies
among all the formulae. They have also conjectured that, among the formulae
with the number of different variables bounded by any constant, the probability
that a classical tautology of size n, chosen uniformly at random, is intuitionistic,
tends to one, when n goes to infinity. The conjecture was known to be true
for the formulae using only one variable for the trivial reason that both sets of
tautologies are equal in this case.

Although the conjecture of [6] is false, a slight reformulation turned out to
be true. The authors of [3] proved that the lower bound for the density of in-
tuitionistic logic in the classical one tends to 1, when the number of allowed
variables tends to infinity. This counter-intuitive result raised a question about
the appropriateness of the approach. In fact, the assumption about the bounded
number of variables seemed to have a strong influence on the result. In the paper
[4] the authors suggested another approach, in which formulae was considered
up to a renaming of variables (i.e. two formulae which differ only in the naming
of variables were assumed to be equal). In that case the authors could deal with
formulae with an unbounded number of variables, while preserving the property
that there is only a finite number of formulae of bounded size. In that setup,
using methods similar as in [3], the authors obtained an analogous result - the
density is equal to 1. We want to emphasize at this point that the fact that
both results coincide is in our opinion no less surprising that the fact that the
densities tend to 1.

The work presented in this paper is a continuation of this research, considering
other languages of propositional formulae. Among them the most interesting is
the language which admits all the usual connectives =, A, V, and the constant
L. We prove that in this case the coherence of the results in both approaches is
preserved, even though the limit is no longer equal to 1, but to 5/8.

2 Prerequisites and Results

For any set of finite elements A and n € N we denote by A(n) the number of
elements of set A with size n (the element is finite if it has finite size).

Formulae and Terms. Let Var = {x1,x2,23,...} be a countable set of vari-
ables, L be a constant, and C = {=, V, A} be a set of binary connectives. A term
in our system is a binary complete tree with internal nodes labelled by the ele-
ments of C and leaves labelled by the elements of VarU{_L} (precisely the tree is
rooted and planar i.e. the order of descendants matters). For every k € N let F,
denote the set of terms whose variables belong to the set Vary = {x1,..., 24}
The set of all terms is denoted by Term. The size of a tree is its number of leaves.

Two terms are a-equivalent if they differ only in the naming of variables, i.e.
(¢,1) € a if there exists injective relabelling function r : Var — Var, such that
we obtain 1) after relabelling variables from ¢ according to r. Clearly, « is an
equivalence relation. We denote Term/a by Fo. We use the name formula both
for terms and for elements from F.
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Intuitionistic Logic. For a general reference about intuitionistic logic we sug-
gest e.g. [8]. These are well known facts that every intuitionistic tautology is
classical, and that the converse is not true (even for implicational fragment). In
our proofs we use also the fact that the Heyting algebra of open subsets of R
(with respect to euclidean topology) is a complete model for the propositional
intuitionistic logic.

2.1 Main results

Let Cl, Int C Term denote the sets of terms which are respectively classical and
intuitionistic tautologies. For every k € N we put

Cl, = Cl N Termy, Int = Int N Termyg,

and
Cle = Cl/a, Ints = Int/a.

Let a sequence (di(n))nen be defined as: di(n) = Inty(n)/Cli(n). Each frac-
tion di(n) equals the probability that a formula, chosen uniformly at random
among the set of elements of Clj of size n, is an intuitionistic tautology. If the
sequence converges, its limit is denoted by Dy, and is called the (relative) density
of Inty in Cli. We do not address the problem of existence of D;. We use the
following bounds instead:

D, =liminfdg(n), and D) =limsupd(n).

n—00 n— oo
The first of our main results says:
. - . L+ 5
lim D, = lim D;” = _.
k—o0 k—oo 8
This is analogous to the approach taken in [3] for the implicational fragment.
In that case the limit was 1.
Considering the formulae “up to the names of variables” enables an arbitrary
number of different variables in formula, while preserving the property that
there is only a finite number of formulae with bounded size. In this approach we

consider the sequence (dso(n))nen defined as follows: doo (n) = Intos(n)/Cloc(n).
The second of our main results says that

lim doo(n) = b

n— 00 8

We could give an informal interpretation that “about 2 of classical tautologies
are intuitionistic”. It was proved in [4] that the analogous approach for the
implicational fragments gives the density 1.

We derive both results in an unified way from some structural properties of

tautologies.
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2.2 Structure and Labelling

For every formula ¢, the structure of ¢ is a binary tree constructed from ¢ by
forgetting about the labelling of its leaves (e.g. by changing it so that each leaf
is labelled by e). The definition can be naturally extended to the formulae from
Fo, since all the terms in each equivalence class have the same structure. The
set of structures in our system is denoted by 7. It is the set of binary complete
trees with internal nodes labelled by =, A or V and all leaves labelled by e.

We say that a node is an =-node if the node is labelled with =. We use an
analogous convention for the other connectives.

For a formula ¢ € Fj with n leaves, a leaf labelling of ¢ is a function f :
{1,...,n} — Varg U {L} such that f(i) coincides with the label at the i-th leaf
of . We call such a function a k-labelling of size n.

For a formula [¢] € Fo with n leaves, a leaf labelling of [¢] is the equiva-
lence relation R on the set {0,1,...,n} consisting of all the pairs of numbers
of leaves which are labelled by the same symbol (variable or L) and all the
pairs (0,7), (4,0) for each leaf j labelled with L. Note that the relation R does
not depend on the chosen representative of the equivalence class [p]. It contains
information about which leaves are labelled by the same variable (but not by
which variable), and which leaves are labelled with L. We call such a relation a
oo-labelling of size n.

As usual the size of a formula is the number of its leaves. We use the same
convention for the size of a structure. We denote by 7 (n) the number of trees
from 7T of size n.

Note, that in all the considered cases (bounded for every & € N and un-
bounded) we have a one-to-one correspondence between the structure-labelling
pairs of the size n and the formulae of that size. That fact is reflected in simple
expressions for the numbers of formulae of size n. We have

Fr(n) =T (n)(k+1)", Foo(n) =T (n)B(n+1), (1)

where B(n + 1) is the number of equivalence relations on the set {0,1,...,n},
known as Bell number (see e.g. [5]).

2.3 Generating Functions

Within this paper we make an extensive use of the theory of generating functions
and analytic combinatorics (see [2]). All the generating functions in this paper
are ordinary ones.

We use a notation which always exposes the formal parameters of a generating
function. E.g. we write g(z) instead of g for some generating function )y gn2™.
Although the notation may be a little bit misleading it provides a convenient way
of expressing substitutions for formal parameters. It is a standard convention to
denote by [2"]g(z) the coefficient g,, (for the function g(z) defined as above).

One of the most basic generating functions in this paper is the one enumerat-
ing all the structures. We denote it by ¢(z). By a standard constructions we get
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an algebraic equation for ¢(z), where z marks the size:
t(z) = 3t(2)* + 2.
Solving this equation (and choosing the proper solution) we get
t(z) = (1 —v1—122)/6.

The radius of convergence of ¢(z) is p = %27 t(z) is bounded within its circle
of convergence, and t(p) = lim,_,_,- t(z) =

Lemma 1. Let f, g € Z[[2]] be algebraic generating functions, having a common
unique dominating singularity at o € Ry. Suppose that these functions have
Puiseur expansions around o of the form

F(z) = s+ (2= 0)2 (ds +0(1)), g(2) =g+ (2 — 0)2 (dy + 0(1)).

[z"]f(2) _ lim, ., Jg’:g;

with both ds,dg being nonzero. Then: lim, o erlg(s) =

Using Theorem VII.8 from [2] we obtain this equality because both sides are
equal to dy/dg.

3 Structural Properties of Tautologies

Within this section we consider structural properties of tautologies, which are in-
dependent of the approach we use (bounded or unbounded). In order to obtain
results independent from the kind of labelling, we use F to denote the set of for-
mulae under consideration, and the function Lab : N — N which for every n € N
returns the number of all different labellings of the structure of size n. In par-
ticular we get results for the unbounded approach by setting F equal to Fo, and
Lab(n) = B(n+1). In an analogous way the results are translated to the bounded
case for every fixed number of variables k by substituting F with F and Lab(n)
with (k + 1)". E.g. in this convention equations (I) are formulated as

F(n) =T (n)Lab(n).

Pointed Structures. An m-pointed structure is a pair (¢,s) of a structure ¢
and a sequence of m different leaves of t. Usually we use a pointed structure
to encode some constraints on the allowed labellings. For example let A denote
some set of 1-pointed structures and consider the set of formulae Fy, which
can be constructed from elements of A by the labellings which assign L to the
pointed leaf. For every structure a € A of size n we are free to label all the
remaining leaves. Therefore, there are Lab(n — 1) labellings which give a formula
from F4 from the structure a. Therefore F4(n) < A(n)Lab(n — 1).
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Tree Decomposition. We say that a node v in a tree t € 7 is k-shallow if the
path from the root to v goes at most k& times to the left from a node labelled
with =. We say it is a k-layer node if it is k-shallow but not (k — 1)-shallow.

To obtain an upper bound for the number of tautologies we focus on 3-shallow
leaves.

Let us consider the set of trees P C 7 such that every left subtree of every
node labelled with = is a leaf (i.e. all 1-layer nodes are leaves). Let p(¢,u) be the
generating function for such trees with ¢ marking leaves which are left sons of
=-node, and u marking the remaining leaves (¢ denotes a formal parameter, not
the generating function for all trees which we denote by ¢(z)). The generating
function is given implicitly by an initial condition and by the equation

p(t,u) =t p(t,u) + 2p(t, u)® +u, (2)

which reflects the fact that every such a tree is either an implication with the left
subtree being a 1-layer leaf and the right subtree belonging to P, or a conjunction
or a disjunction with both subtrees belonging to P, or a leaf (which is a 0-shallow
leaf).

Clearly, p(t(z), uz) is the generating function of all structures, with z marking
the size and u marking 0-shallow leaves. We define a sequence of generating
functions:

pgo(t,u) =t p<n+1(t,u) :p(pgn(t,u),u).

Each function p¢,(t,u) is the generating function of the set of structures in
which all (n + 1)-layer nodes are leaves, with « marking n-shallow leaves, and
t marking leaves which are left sons of n-layer =-nodes (i.e. all (n + 1)-layer
leaves). Since every node in every tree is an i-layer node for exactly one 4, we
get for every n € N, t(z) = p<n(t(2), 2).

Proposition 1. For s,m € N let T ) denote the set of m-pointed structures
with all pointed leaves being s- shallow (we call them s-shallow m-pointed struc-
tures). There exists a positive constant ¢s ., € R such that

lim TS(T)(n) =c
n—oo T(n) Tosme

Proof. Solving the equation (2]) and using the fact that p(0,0) = 0 we get

pltu) = (1=t = /(1= 02 = 8u).

It shows that the function p(t,u) is holomorphic in the set D. = {(t,u) € C? :
[t| < § +e, Jul < |}, +¢e} for some small positive £ € R (note that t(p) =
and p = ). By non-negativity of the coefficients of the expansion of p(t,u) at
0 we get that max(, .ep, [p(t,u)] = p(§, ) = & Therefore each p<,(t, u) is
holomorphic in D, (for some positive € € R) and so are all its partial derivatives,

in particular 87”(;2;3%,71). The latter function is exactly the generating function
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of s-shallow m-pointed structures in which all (m + 1)-layer nodes are leaves
(marked with variable ¢). It remains to substitute the generating function of all
structures for ¢ to obtain the generating function for all s-shallow m-pointed
structures. We substitute u with z so that the variable z marks all the leaves
(after pointing we are no longer interested in s-shallow leaves). As a result we

obtain a function
pma() = O Pl
m,s (6U)m w=z,t:=t(z)»

which is the generating function of the set of all s-shallow m-pointed structures.
Let D. denote the set D\ [p, 0o]. Then the function t(z) is analytically continu-
able to the set l/)\e, and since the outer function is holomorphic in l/): we know
that the function py, s(z) is analytically continuable to that set. On the other
hand the combinatorial interpretation shows that p,, s(z) must have singularity
in p. Therefore we know that p,, s(z) has unique dominating singularity in p. In
fact we know also that the limit lim,_, ,~ pm, s(2) < 0o, therefore the singularity
is not a pole. Since py, s(z) is algebraic, the singularity must be a branching
point. By the fact that ¢(v?) is analytic at p we get that p,, s(v?) is analytic
as well, which shows that the branching type of p,, s(z) at p is 2 (we excluded
the existence of pole). Finally, the fact that lim,_,,- p}, ;(2) = oo shows that
the singularity is of the square root type. A straightforward application of the
Lemma [I] proves the result.

In fact we need the Proposition[Ionly for the sets 7_ g(?v 7 é?, Té?, and the results
for these sets can be easily established by explicit calculations of their generating
functions.

Shallow Repetitions. For every formula ¢ and set of its leaves L we say that
o has r repetitions among the leaves from L if r equals the difference between
the cardinality of L and the number of different variables assigned to the leaves
from L. If the set L is the set of k-shallow leaves we say that ¢ has r k-shallow
repetitions. Note, that the occurrence of the constant is treated as a repetition
e.g. the formula = | has one repetition among all its leaves.

Proposition 2. Within the set of elements of F of size n, the fraction of formu-
lae with at least two 3-shallow repetitions is asymptotically bounded from above
by CLZZ(;E;)z). Formally, let ]-"[532] denote the set of formulae with at least two

3-shallow repetitions, we have

‘7‘—[532] (n) < CLab(n —2)
F(n) ~ Lab(n)

Proof. Every formula ¢ € F. [532] satisfies at least one of the following properties:
A . ¢ contains two 3-shallow leaves labelled with L ;
B . ¢ contains one 3-shallow leaf labelled with L and two 3-shallow leaves
labelled by the same variable;
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C . ¢ contains three 3-shallow leaves labelled by the same variable;
D . two variables occur at least twice among 3-shallow leaves of .

Let FA, FB FC FP denote the sets of formulae from ¢ € .7-'[532] with the
previous properties. Clearly

FE ) < FAm) + FP(n) + FC(n) + FP(n),

and the inequality is usually strict.

Every formula from F4 contains at least two 3-shallow leaves labelled with
L. Therefore it can be constructed from a 3-shallow 2-pointed structure by some
labelling which assigns | to the pointed leaves. Hence

FAn) < T3 (n) - Lab(n — 2).
An analogous reasoning for the other sets gives:
FB(n) + FC(n) <2753 (n) - Lab(n — 2),

FP(n) < T3 (n) - Lab(n — 2).

Using these equations and Proposition [I] we obtain

FEn) _ (T8 () + 278 (n) + T (1)) Lab(n - 2)
Fn) ~ 7 (n) Lab(n)
Lab(n — 2)

~ 9 .
(co,3+2¢33+ ca,3) Lab(n)

The above proposition will be used to show that we can neglect all formulae
with at least two 3-shallow repetitions, since the number of them will be shown
to be essentially smaller than the number of tautologies.

Simple Classical Tautologies. For a formula ¢ let a boolean valuation v;,
assign T'rue only to those variables which have occurrences on the first layer,
and v}* only to those which have occurrences on the first or third layer. The
following proposition is a consequence of the fact that if there is no 1-shallow

repetitions in ¢, then the formula is valuated to False by v}a.

Proposition 3. If a formula ¢ does not contain at least one 1-shallow repeti-
tion, it is not a classical tautology.

Definition 1. A positive path in a formula (tree) is a path from the root to
some node, which never crosses a N-node, and never goes left from a =-node.
A node is called positive if there exists a positive path to it (see Fig. [d]).

Definition 2. A negative path in a formula (tree) is a path from the root, which
contains a positive =-node h, such that the path is going left from h and then
follows only A-nodes (if any). A node is called negative if there exists a negative
path to it (see Fig.[).
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Fig. 1. From left to right: a positive path, not a positive path, a negative path, a tree
with a negative leaf labelled with L

For every formula it is enough to valuate one of its positive nodes to True
or one of its negative nodes to False, to ensure that the valuation of the whole
formula is True.

These two definitions give rise to two large families of classical tautologies.

Observation 1. All the formulae in which some negative leaf is labelled with |
are classical tautologies. The set of those formulae is denoted by S, (see Fig.[dl).

Observation 2. All the formulae in which some positive leaf is labelled by the
same variable as some negative leaf are classical tautologies. We denote this
family by Sg.

We call the formulae from the set Sgr US|, simple tautologies. We focus on the
formulae with exactly one 2-shallow repetition and no more than one 3-shallow
repetition. The set of such formulae is denoted by H. In the next two propositions
we show that all tautologies belonging to H are simple.

Proposition 4. If a formula ¢ € H\ S1 contains a 3-shallow leaf 1 labelled
with L, then it is not a tautology.

Proof. If the leaf [ is not 1-shallow then there are no 1-shallow repetitions and
the boolean function defined by the formula is not a tautology (Proposition [3)).
If [ is 0-shallow then we can use the valuation v}a which valuates all the 0-shallow
leaves to False and all the 1-layer leaves to True. In that case the formula is
valuated by vi, to False.

In the remaining case [ is a 1-layer leaf but is not negative. Let s be the last
V-node or =-node on the path from the root to [. The node s is a 1-layer node,
because [ is not negative.

Suppose that s is labelled by V. One of its subtrees does not contain shallow
occurrences of [. In that subtree all the 0-shallow leaves are valuated by v;;?’ to
True (because they are all 1-layer in ¢) therefore the whole subtree with root s
is valuated to True by vj®.

If s is labelled by = then let s5 be its left son. Clearly so is a 2-layer node.
Since we have only one 3-shallow repetition and it is realized by a 1-shallow
node labelled with L, all the labels of 2-layer and 3-layer leaves are not repeated

among the 3-shallow leaves. Therefore the valuation 1)353 assigns Flalse to all the
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2-layer leaves, and True to all the 3-layer leaves. Consequently, every 2-layer
node is valuated to False. Is means that also s, is valuated to False, but then
s is valuated to True.

In both cases the only 1-layer nodes which are valuated by vi;?’ to False are
below the node s, which is valuated to True anyway. Hence every 1-layer node
which is a left son of a 0-shallow node is valuated to True. But then all O-shallow
nodes are valuated to False, which proves that ¢ is not a classical tautology.

Proposition 5. If a formula ¢ € H\ Sg contains a variable repetition, then it
s mot a tautology.

Proof. If ¢ does not contain any 1-shallow repetition, then according to the
Proposition B the formula does not define a constant function. If both leaves
with repeated variable are on the same level, then the valuation vi, valuates all
the 0-shallow leaves to False and all 1-layer leaves to True, and the formula is
valuated by vi, to False.

Let 1,1l be the 3-shallow leaves labelled with the same variable. We can
assume that [y is O-shallow and Is is a 1-layer leaf. If [; is not positive then there
exists a node s on the path from the root to [, which is labelled with A. In that
case the only O-shallow nodes which can be valuated to True by vi, are below
s. But s is valuated to False, because it is a A-node and one of its subtrees is
valuated by v}, to False (the one which does not contain Iy ).

In the remaining case we have two leaves l1, 2 labelled with the same variable,
such that [y is positive (and hence 0-shallow), ls is not negative but is a 1-layer
leaf. In this case we use boolean valuation b which assigns False only to those
variables which have occurrences among 0-shallow or 2-layer leaves. Then the
leaf I is valuated to False and we can use the same reasoning as in the case
when some not negative 1-layer leaves is labelled with L, to prove that ¢ is not
a tautology.

‘We have
S1(n) + Sr(n) — FZ (n) < Cl(n) < S1(n) + Sr(n) + FZ n)  (3)

The lower bound comes from the fact that every formula which belongs to S; NSg
has at least two 3-shallow repetitions. The upper bound is a consequence of
Propositions @ and Bl which together say that all tautologies which are not
simple belong to ]—'[532].

Simple Intuitionistic Tautologies. It is easy to show that all the formulae
from S, are intuitionistic tautologies. This is not true for Sk, and a simple
counterexample is z V (z = y). However, we can prove the following proposition
(e.g. by using the Heyting algebra of open subsets of R).

Proposition 6. A formula from Sg N'H is an intuitionistic tautology if and
only if the positive prefix of the path leading to the negative leaf with the repeated
variable is a prefiz of the path leading to the positive leaf with the repeated variable
(i.e. the last common node is a =-node). The set of those formulae is denoted
by Srr (see Fig.[3).
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Fig. 2. A tree with a negative path and a positive path with the same prefix

Analogously to the inequality ([B]) we get

S1(n) + Spi(n) — FE7 (n) < Int(n) < SL(n) + Spi(n) + F5 (). (4)

4 Counting Simple Families

Within this section we denote by Té§’3’4)(n) the value Té?(n) + 2’]%(‘;) (n) +

Té? (n). For any 7 € N, a i-positive-pointed structure is a i-pointed structure,
whose pointed leaves are all positive (note that positivity of leaves depends only
on the structure). Negative-pointed structures are defined analogously. We use
the following sets of structures:

— TN - the set of 1-negative-pointed structures,

— Tpn- the set of 2-pointed structures such that the first pointed leaf is positive
and the second one is negative,

— Tpy- the subset of 7py consisting of all the structures for which the positive
prefix of the path to the negative pointed leaf is a prefix of the (positive)
path to the positive pointed leaf.

In the following propositions we give bounds on the number of elements of
S| and Sg of size n.

Proposition 7.

Tn(n) - Lab(n — 1) — T2 (n) - Lab(n — 2) < 8, (n) < Tw(n) - Lab(n — 1).

Proof. From every 1-negative-pointed structure we can construct a formula from
S1 by a labelling which assigns L to the pointed leaf. If the pointed structure
has n leaves we have exactly Lab(n —1) such labellings. Since every formula from
S| can be constructed in this way we get:

Si(n) < In(n)Lab(n —1).

The inequality is usually strict, since some formulae can be generated with more
than one structure-labelling pair of considered type. Those are exactly the for-
mulae, that have at least two negative leaves labelled with L (hence they have
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at least two 3-shallow repetitions). But the number of pairs which generate for-
mulae with that property is smaller than the number of pairs which generate all
the formulae with at least two 3-shallow repetition. We get (just as in the proof
of Proposition [2]),

T (n)Lab(n — 1) — T3> (n) - Lab(n — 2) < S1.(n).
An analogous result holds for Sg.
Proposition 8.
Tp(n) - Lab(n — 1) = TS5%% (n) - Lab(n — 2) < Sg(n),
Sr(n) < Tpn(n) - Lab(n — 1)
We omit the technical proof.

Corollary 1. Applying the same reasoning for Sry as in Proposition [8, we get
both following inequalities
Ty (n) - Lab(n — 1) = T2*Y(n) - Lab(n — 2) < Sri(n),

Srr(n) < T (n) - Lab(n —1).

4.1 Structural Limits

To prove our main results we need to calculate the following three “structural
limits”:

. Tn(n) . Tpn(n) _ Tsy(n)
Proposition 9. Dy = limy, o 7;’((;)) — g.

Proof. Let T'(z) be the generating function for 7 and gn(y, z) be the generating
function for 7, with z marking the size and y marking the leaves that can be
obtained from root by paths containing only A-nodes. It satisfies:

gn(y, 2) =2T(2)* + gn(y, 2)* + yz.

Let fn(y,z) be the generating function for all structures with z marking the
size and with negative leaves marked with y. We have

In(y,2) = In(y.2)* +gn(y, 2) Iy, 2) + T(2)* + . ()

The first term is obtained when the root is labelled by V. The second one, by
=, and the third term corresponds to A.

By a classical construction (pointing corresponds to differentiation), to obtain
the generating function for 1-negative-pointed structures SN(z) it is enough to
differentiate fn(y, z) with respect to the variable y, and then to substitute y by 1
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(we no longer need bivariate function). Algebraic calculations and the application
of the Lemma [ give:
Tn(n) [2"]SN(2) . SN'(z) 5
lim = lim = lim = .
n— oo T( ) n— oo [Zn]T(Z) z—p 112— T/(Z) 8

In the similar way we prove the following two propositions.

Proposition 10. Dpy =lim, 75_1?75;1) =1
P ition 11 Dy =i Ten () 5
roposition 11. v = iMoo " Fny = &

Using the bounds from the Proposition [1] and the limits we have computed,
we get:
S1(n) < In(n) Lab(n—1) 5 Lab(n—1)
F(n) =~ T(n) Lab(n) 8 Lab(n)

and

S1(n) _ Tw(n) Lab(n—1) _ T&5""(n) Lab(n - 2)

F(n) = T(n) Lab(n) T(n)  Lab(n)
5 Lab(n —1) CLab(n -2)
T8 Lab(n) Lab(n)

for some C € R. Analogous estimates (using values Dpy and DFF\/) hold for Sg
and SR[.

4.2 Main Results

Unbounded Case. The asymptotic behaviour of the Bell numbers is known
due to the result of Moser and Wyman [7]. We are going to use the following
property: B(n —2)/B(n) = o(B(n —1)/B(n)). The estimates from the previous
subsection specialize to the unbounded case; inequalities Bl and Ml gives:

Inteo(n)  Si(n)+ Sri(n) B(n)
Fuln) = Faln +°<B(n+1)>
B(n) 10
Cloo(n) _ S1(n) + Sg(n) ( B(n) )
Foo(n) Foo(n) B(n+1)
B(n)
" Bn+1) ( oll >
therefore
Inteo(n) 5

~

Cleo(n) 8
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Bounded Case. We specialize now to the case with the number of variables
bounded by k. We get

. Sy (n) 5

lim sup

<
n—oo JF(n) = 8k

and s o
lim inf L(n) > o —

n—oo F(n) ~ 8k k2’

Analogous reasoning for families S and Sgy gives

ol Fm) S sk nos F(n) © 8k k2

and Spi(n) b Spin) _ 5 C
lim s rRI(N < lim inf SFLT >0 ¢

TP Fmy S sk nLee Fln) T8k k2

Therefore we get

Inty(n) _ limsup, oo Fi(n) " (S1(n) + Spr(n) + FG7 ()

ISP Cl(n) S lminy o, Fo(n) (S, () + S(n) — FEI )
_ o) 5
N i+0(}1€) kg
and
L Tnt(n)  Timint o Fio(n) " (SL(n) + Srr(n) — F5 ()
n=ee Cle(n) ™ limsup,, o Fi(n)1(SL(n) + Sg(n) + FZ (n))
_ o) 5
T 2441 Thg
Hence 5
klinolo Dy = kh—>noloD2_ S

which is the second of our main results.

5 Final Remarks

The reasoning we used for the full propositional system is also appropriate for
other sets of connectives. If we allow only implication the method we presented
reconstructs the results from [3] and [4] (i.e. in this case the density of intuition-
istic logic in classical is 1). Adding conjunction and L to the system does not
change the situation. However, it suffices to consider the language which uses
only = and V to observe a difference. For this language the asymptotic density
of intuitionistic logic in the classical one equals 3/13.

Finally, we want once again to emphasize that the coherence of the results in
the bounded and unbounded approaches is quite an interesting fact in itself. We
believe that Proposition [Il sheds some light on this phenomenon.
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Abstract. Justification Logic is a new generation of epistemic logics
which along with the traditional modal knowledge/belief operators also
consider justification assertions ‘¢ is a justification for F.’ In this paper,
we introduce a prefixed tableau system for one of the major logics of this
kind S4LPN, which combines the logic of proofs (LP) and epistemic logic
S4 with an explicit negative introspection principle —t: F' — O—t: F. We
show that the prefixed tableau system for SALPN is sound and complete
with respect to Fitting-style semantics. We also introduce a hyperse-
quent calculus HS4LPN and show that HS4LPN is complete as far as we
confine ourselves to a case where only a single formula is to be proven.
We establish this fact by using a translation from the prefixed tableau
system to the hypersequent calculus. This completeness result gives us a
semantic proof of cut-admissibility for S4LPN under the aforementioned
restriction.

1 Introduction

The first system of Justification Logic, the Logic of Proofs (LP), is introduced by
Artemov ([I]) as a logic that can explicitly talk about proofs. An earlier sketch
of the Logic of Proofs was suggested by Godel in [7]. Several variants have been
studied in combination with traditional modal logics. One such variant is S4LP,
which was introduced by Artemov and Nogina ([2]) and also studied by Fitting
([E]). This logic contains knowledge modality CJF and justification assertions
t: F. Other examples are LPP ([10]) and GLA ([8]), both of which are combina-
tion of LP and provability logic (GL, or Gédel-Lob logic). Artemov and Nogina
in [2] introduced both logics, S4LP and S4LPN, using Hilbert-style axiomatic
systems. The latter is S4LP with explicit negative introspection —t: F — O—t: F.
Fitting[5] and Renne[9] found destructive tableau systems for S4LP. But so far
no tableau system or sequent calculus for SALPN or GLA has been proposed.
Moreover, since such a formula as (¢ : F' VvV O~t : F' is a theorem of S4LPN
and GLA, the task of finding cut-free destructive tableau systems for these log-
ics seems to be hopeless. In this paper we suggest more flexible frameworks to

! We mostly follow the notation and the terminology of [2] concerning S4LPN.

S. Artemov and A. Nerode (Eds.): LFCS 2009, LNCS 5407, pp. 295 2009.
© Springer-Verlag Berlin Heidelberg 2009
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give complete proof-systems for S4LPN. We first give a prefixed tableau sys-
tem for S4LPN in the sense of [4]. However, from a philosophical perspective,
one might think that a prefixed tableau system contain too much semantic in-
formation in the form of prefixes (cf., Avron [3]). To overcome this potential
weakness, we formulate a hypersequent calculus for the logic (HS4LPN) and
show that there is a way of converting a closed prefixed tableau to a proof in
HS4LPN. This gives us a restricted but sufficiently strong version of the com-
pleteness theorem for HS4LPN without Cut that allows provability of all valid
formulas. As a corollary, we will obtain a semantic proof of cut-admissibility for
HS4LPN.

2 Prefixed Tableau System for S4LPN and Its Semantics

We present the language of S4LPN and a Hilbert-style axiom system for S4LPN.
Proof terms and formulas in the language are as follows

ti= ax|a\!t\t1-t2\t1 + t2

A= PZ|J_|A1 — AQ‘Al AN A2|A1 vV A2|tA||:|A

The Hilbert-style axiomatic system of S4LPN given in [2] is as follows.

Axioms 0) Axioms of Propositional Logic

1) Axioms of explicit knowledge: ~ 2) Axioms of implicit knowledge:
1.t:F = F 1.OF - F

22t:(F—-G) — (s:F —t-5:G) 2.0(F - G)— (OF - 0G)
3.t F =t F 3. 0F - 0O4OF

4. t:F -t+s:F,s:F —>t+s:F

3) Connecting Axiom: 1. t¢:F — OF 2.t F— 0Ot F
Rules of Inference 1. Modus Ponens 2. Necessitation F'/OJF

3. ¢: A (Axiom Necessitation), where A is one of the above axioms

Now we present the prefixed tableau system. We use Fitting’s terminology for
basic notions in [4] and [6]. In particular, our prefix is a finite sequence of positive
integers that has only 1 as the initial element of a sequence. In 6T or cFp, o
is a prefix of a signed formula T or Fy. ¢’ is accessible from o iff ¢ < o/ (<
means that “is an (not necessarily proper) initial segment of”). o’ is e-accessible
fromoif 1l <ocand1l <.

1. Rules for Classical Propositional Logic. (o~ and S-rules. See, [].)
2. Rules for LP: ( Explicit v-rules )

oTt:p
onTy

oTt:p

EK
oTy

(o.n is used.) ET

2 For the sake of brevity, we take = to be an abbreviation of ¢ — L.
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Tt: .nTt:
oLty (o.n is used.) E4r 70
onTt:p oTt:p
Ft: nFt:
oLt (o.n is used.) 1010 SR
onFt:p oFt:p
3. Operational Rules on F’s :
Flt:t F(s-t):
lrule 7 v --rule oF(s1):¢
oFt:¢ oFt:y — ploFs:
ol oF(s+1t):p oF(t+s):p
oFt:p oFt:p
O
4. Modal Rules: m-rule: = .7 (o.n is new.)
onFy
O O O
v-rules: K v (o.nisused.) T A S d (o.n is used.)
onTp Ty onT Uy

5. Constant Specification Rules: a branch is closed if it has cFc: A (A4 is an
axiom of S4LPN.)

We define a Fitting-style Kripke semantics for S4LPN. Let a triple (K, R, R¢) be
a frame, where K is non-empty set, R is a reflexive and transitive relation on
K, R° is a reflexive, symmetric and transitive relation on K, and R C R°.

Let £ be an evidence function: K x Trm — P(Fmla) such that

1. uR®v implies E(u,t) C E(v,t) (Monotonicity

2. F — Ge&(u,t) and F € E(u, s) implies G € E(u,t-s)

3. F € &(u,t) implies t: F € E(u, !t)

4. E(u,8) UE(u,t) C E(u, s +1t)

5.CS C &(u, c).

Then, a Kripke model K can be defined as a quintuple (K, R, R¢,E,V). Vis a
function from propositional variables to subsets of K. We also define a forcing
IF as a relation on K x F'mla that satisfies the following inductive property.

0. ulFpif and only if u € V(p) and u ¢ L for all u € K

1. IF commutes with propositional connectives at each state.

2. ul- O iff for every v € K, s.t. uRv, v IF ¢

3.ulkt:piff p € E(u,t) and for every v € K, s.t. uRv, v |- .

4. c: A € CS implies K, u IF ¢: A for every u € K.

A signed formula Fg, T (written @ schematically) is realized at a possible
world u of a model K if 1) the formula is T'p and K,u IF ¢ or 2) the formula
is F and K, u ¥ ¢. A set S of prefixed, signed formulas is satisfiable if there
is a model K and a (partial) function N (called “interpretation”) from the pre-
fixes in S to possible worlds in IC, such that if 0@ € S, then @ is realized at
N (o) in K, where @ is a signed formula and such an N satisfies the condition

3 Symmetry of uR®v actually implies £ (u,t) = £(v,t).
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(1) 0 <0’ = N(0)RN(c') and (2) 1 < o and 1 < ¢/ = N(0)R*N(c'). A
tableau branch is satisfiable if the set of prefixed formulas on it is satisfiable. A
tableau is satisfiable if some tableau branch is.

3 Soundness and Completeness of the Prefixed Tableau
System

We prove soundness and completeness of the prefixed tableau system.

Lemma 1. Suppose T is a satisfiable tableau. If any tableau rule for S4LPN is
applied to T, then the resulting tableau is still satisfiable.

Proof. Suppose a tableau is S4LPN-satisfiable because a branch 6 of 7 is S4LPN-
satisfiable, i.e. its members are realized at N (o) of model K. Suppose that a
tableau rule for S4LPN is applied to the tableau 7. (We call the resulting tableau
T'.) The entire proof is divided into two cases:

Case 1: Our tableau rule is not applied on the branch 6. Then, 6 is still present
on the new tableau and 6 is satisfiable, which makes 7’ obviously satisfiable.

Case 2: Our tableau rule is applied on the branch 6. Here we treat only rela-
tively complicated modal cases, due to the limitation of space.

Rules for LP. Explicit v-rules:

EFr : Suppose o.nF't:p occurs on 0, EFr is applied and o F't:p is added on 6.
By the assumption of the satisfiability of 8, Ft: ¢ is realized at A/ (o.n) in K. So,
N(on) W t:p. Since 1 <onand 1 < o, N(o.n)R°N (o) (as o.n is used and N
is already defined.) By symmetry of R®, we have N (c)R°N (o.n). By the truth
condition of t: ¢, (1) ¢ ¢ EWN(o.n),t) or (2) for some v, s.t. N(o.n)R and
v p. We want to show N(o) ¥ t:p, namely ¢ ¢ E(N(0),t) or for some v, s.t.
N(o)Rév and v ¥ ¢. By (1), N(0)R°N(0.n) and monotonicity, ¢ ¢ E(N(0),t).
So, we can derive the desired disjunction from this. So, the first part is done.
Now for (2), pick a world v such that N (o.n)R°v and v ¥ ¢, and name it as v;.
Since N (o)R°N (0.n), by transitivity, N'(o)Rv;. So, for some v, N'(¢)R°v and
v ¥ . So, again, from this, we can derive the desired disjunction easily. Hence,
N (o) ¥ t:p. So, Ft: ¢ is realized at N (o) in K. Therefore, 8 U {cFt: ¢} is
satisfiable.

Operational Rules:

I-rule: Suppose o Flt:t:p occurs in 6, I-rule is applied on !t:t:p and oFt: ¢ is
added on 0. By the assumption of satisfiability of 0, F'l¢:t: ¢ is realized at N'(0) in
K. So, N(o) Kt:t:p. By the truth condition of t:t:¢, (1) t:¢ & E(N(0),!t) or
(2) there exists v, s. t. N'(0)R°v and v ¥ t: . Here we want to show N (o) ¥ t: .
To show this, it suffices to show ¢ & E(N(o,t) or there exists v, s.t. N(o)Rv
and v ¥ . From (1), by the closure condition on &, ¢ & £(N (o), t). This suffices
to derive the desired disjunction ¢ ¢ E(N(0),t) or there exists v, s.t. N'(o)Rv
and v ¥ ¢. So, N(0) W t: . From (2), pick some state v1, s.t. N(¢)Rv; and
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v1 W t: . From the second part, we can obtain ¢ ¢ £(vy,t) or there exists v,
s.t. v1 R°v and v ¥ ¢. For the latter, we pick some state vo, v1 R°vs and vy W .
Since N (o) R%v;, by monotonicity, ¢ ¢ E(N(),t). So, we have ¢ ¢ E(N(0),1t),
or N(o)Rv; and vi R®vs and vy ¥ ¢. By transitivity, the latter implies there
exists v, N ()R and v ¥ ¢. So, ¢ ¢ E(N(0),t) or there exists v, N(o)Rv
and v ¥ . Hence, N'(0) ¥ t:¢. So, Ft:p is realized at N(o). So, 0 U{cFt: ¢}
is satisfiable.

--rule: Suppose o F't-s:p occurs on 6, --rule for ¢-s is applied and (1) o Ft:¢) — ¢
is added on 6 or (2) o F's: 1 is added on € (for any formula ). By the assumption
of satisfiability of 6, Ft-s: ¢ is realized at V() in some K under some N (o). So,
N (o) ¥ t-s: . By the truth condition, we have ¢ ¢ £(N (o), t-s) or there exists v,
s.t. N(o)R®v and v ¥ . Here we want to show N (o) ¥ t:1) — ¢ or N(o) W s:1).
By the closure condition of €, ¢ ¢ E(N (o), t:s) implies either ) — ¢ & E(N (o), t)
or ¥ ¢ E(N(0),s). So, the disjunction implies (1) ¥ — ¢ ¢ E(N(0),t) or (2)
¥ ¢ E(N(o),s) or (3) there exists v, s.t. N (o)Rv and v I¥ .

As in the previous case, for the first two cases, we can get the respective
disjunct of the goal statement; however, we need a further argument to derive
the goal statement from the last part. First, note that for any formula v, for any
K and for any u € K, u I 1 V —p. We pick some state v; satisfying A (o) R%v;
and vy ¥ ¢. Since vy IF ¢V -, N(o)R¢v; and v1 ¥ ¢ and vy -9 or N (o) Rév;
and vy W ¢ and v, W 1). The former implies (4) there exists v, s.t. N'(o)R®v and
v ¥ 9 — ¢ and the latter implies (5) there exists v, s.t. N'(g)R%v and v I¥ 1.

So, we have (1) or (2) or (4) or (5). Each of (1) and (4) implies that ¢ —
v ¢ E(N(0),t) or there exists v, s.t. N(o)Rv and v ¥ ¢ — ¢. Each of (2)
and (5) implies that ¢ ¢ E(N (o), s) or there exists v, s.t. N(o)Rv and v W 1.
Hence, N'(o) ¥ t:1) — @ or N(o) W s:1. So, Ft:¢ — ¢ is realized at N'(o) or
Fs:1 is realized at N(o). Therefore, after applying w-rule for ¢-s, our branch
O U{coFt:1) — o} is satisfiable or 6 U {oF's: 1} is satisfiable.

v-rules for O (K, T, 4): These are the same as ordinary modal logics.
m-rule for [J: The proof is similar to [4]. X

Theorem 1 (Soundness).
If ¢ has a prefived S4LPN-tableau proof, then ¢ is valid in all models.

Proof. Suppose ¢ has an S4LPN-tableau proof, but is not S4LPN-valid. Say,
¢ does not hold at world s of some S4LPN-model. Now a prefixed tableau
begins with 1Fp. Define an S4LPN-interpretation A/ by setting N(1) = s.
Since ¢ is not forced at s, i.e. s ¥ ¢, the starting S4LPN-tableau is S4LPN-
satisfiable (M(1) ¥ (¢)), so {1Fy} is SALPN-satisfiable. By the lemma, so is
every subsequent tableau. But an S4LPN-satisfiable tableau cannot be closed,
which contradicts the assumption that ¢ has a tableau proof. Therefore, if ¢ is
S4LPN-provable, then ¢ must be S4LPN-valid. X

We move on to the completeness theorem. Our proof is done by Lindenbaum-
Henkin construction in [6]. We start from some definitions. A set S of prefixed
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formulas is S4LPN-consistent if no S4LPN-tableau for a finite part of S is closed.
S is maximally S4LPN-consistent if S is S4LPN-consistent and no proper exten-
sion of S is S4LPN-consistent[] S is m-complete provided, if or € S, then for
some integer k, o.kmg € S (0.kFyp € S). S omits infinitely many integers if the
set of integers that do not appear in prefixes in S is infinite.

Lindenbaum-Henkin construction:
Enumerate all formulas in the language of S4LPN: 0¢®y,...,0,Py, . ...

So = S;

Snt1 = Sp U{0, P, } if this is consistent and &,, is not ;

= Sp U{onm, opn.kmo} if S, U{c, Py} is consistent,
@, is m and o, .k is new;
= S,, otherwise.

Here ‘new’ means that o,,.k does not occur in S,, or in 7.

Now we state a few claims whose proofs are straightforward. (A) If S omits
infinitely many integers, then this will be the case with S,,. (B) If S,, U{o,7} is
consistent, then so is S, U {o, 7, o .kmo}, provided that o,.k is new. (C) If S,
omits infinitely many integers, there will always be a new prefix.

Lemma 2. If S is consistent and omits infinitely many integers, then |, S
(= S.) will be mazimally consistent and m-complete.

Proof. Suppose S is consistent and omits infinitely many integers. We construct
S, following the construction above. For maximally consistency of S,,, the proof
is essentially the same as a proof of maximal consistency of a Henkin construction
for first-order logic.

Claim. S, is w-complete.

Proof. Suppose o FUp € S,,. Then, there exists n such that ¢ = ¢, and FOp =
&, and S, U {0,P,} is consistent. (Otherwise, o F{y would not be in S,,.) By
construction, o,.kF¢ has to be in S,,4+1. Indeed, we can show the following. By
assumption, S omits infinitely many integers. So, S, 41 omits infinitely many
integers (by claim (A)). Hence, by claim (C), it is always possible to find a new
k,s.t. op.kFp € S,11 C Sy, as desired. Therefore, S, is m-complete. X (claim)

These suffice to show the lemma. X(lemma)

We construct a canonical Kripke model K = (K, R, R¢,£,V) for SALPN based
on this maximal consistent set. Let K be the set of prefixes that occur in S,,.
Possible worlds will be taken to be syntactic objects, prefixes, just as in the
usual Henkin construction objects in the domain are syntactic objects, terms in
the language. The accessibility relations R, R, propositional valuation V and
evidence function £ are given as follows: 1. o Ro’ iff ¢ is an initial segment of ¢’
(0 <d');2.0R0"iff 1<ocand1<0¢’;3.0€V(p)iff cTpe S,; 4. p € E(0,t)
iff oFt:p ¢ S,.

4 In the following, we use “consistent” to mean “S4LPN-consistent.”
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Now we check that £, R and R® defined in the canonical model satisfy the
conditions of a model of S4LPN. However, by construction of our canonical
model, it is obvious that R is a reflexive and transitive relation and R€ is an
equivalence relation. So, we focus on the conditions of £. We first prove a useful
proposition.

Proposition 1.
1. 0Ft:p €S, if and only if c'Ft:p € S, (for any 1 <o and 1 < o’)
2. 0Tt:p €S, if and only if ’'Tt: € S,, (for any 1 <o and 1 < o)

Proof. 1. Suppose oFt:p € S, but o' Ft:¢ ¢ S,,. Then, by maximal consistency,
S,U{0'Ft: ¢} is inconsistent, namely there is a finite subset S; of S, U{c’Ft: ¢}
that has a closed tableau. However, if so, we can produce another closed tableau
by putting o Ft: ¢ on top of it and applying EF, and EF finitely many times.
(First get 1Ft: ¢ from oFt: ¢ by using EF, and then get o' Ft: ¢ by using EF
from 1Ft:¢.) This new closed tableau can be taken to be a closed tableau for
(S1\{o'Ft:¢})U{cFt: ¢}, since everywhere o' Ft: ¢ is used, we can replace
them by the figure given above from oF't: . So, this set has a closed tableau.
Note that (S1\{o'Ft:p})U{cFt:¢} C S,. This implies that S, is inconsistent.
Contradiction. The proof of the converse is similar. The proof of 2 is also similar
but with E4 and F4r. X

Proposition 2. The evidence function defined above satisfies the following con-
ditions: (1) monotonicity, (2) closure conditions, (3) constant specification.

Proof. (1) (Monotonicity) Suppose cR¢c’ and ¢ € E(o,t). By definition, o F't:
» ¢ S,. So, proposition 1, o'Ft:¢p ¢ S,,. So, p € E(d’, ).

(2) (Closure Conditions 2.) Suppose ¢ ¢ (o, t:s). By definition, o F'ts:p € S,,.
We consider applying t-s-rule to a finite subset of S,,.

Claim. cFt:y) — p €S, or aFs:p € 85,.

Proof. First, we show that S, U {oFt:1 — ¢} is consistent or S, U {cFs: ¢}
is consistent. Suppose otherwise, i.e., S, U {cFt: 1 — ¢} is inconsistent and
S, U{cFs: ¢} is inconsistent. Then, there exists a finite set S! s.t. ST C
SyU{aFt:p — ¢} and oFt:¢) — ¢ € S! and S* has a closed tableau and there
exists a finite set S? s.t. S2 C S, U{oFs:1}, oFs: € S and S? has a closed
tableau. (Note that since S,, is consistent, we have to use an additional formula
to close a tableau for each case.) These formulas are obtained by applying --rule.
So, we can construct another closed tableau for a finite set S'US2U{cFts: ¢} by
taking the tableau for S* and S? as branches of the new tableau and by applying
—rule. However, S* C S,,, S? C S, and {oFt-s:¢} C S,. So, a finite set of S,
has a closed tableau, which contradicts the consistency of S,. By maximality,
oFt:yp - pe S, oragFs:pes,. X

By definition, ¢ — ¢ ¢ £(o,t) or ¢ ¢ E(o, s).
(Closure Condition 3.) Suppose t:¢ ¢ £(0,!t). By definition, o Flt:t:¢ € S,,.
We want to show o F't:p € S,,. To show that, it suffices to show the consistency of
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S, U{coFt: ¢}, due to maximal consistency of S,,. Suppose otherwise, i.e. this set
is inconsistent. Then, there is a finite subset of this set that has a closed tableau.
Pick up one such closed tableau. Put o F'!t:t: ¢ on top of it and apply !-rule, then
we can produce another closed tableau of a finite subset of S, U {cFlt:t: p}.
However, oFlt:t:p € S,. This implies S,, is inconsistent. Contradiction. So,
S, U{cFt: ¢} is consistent and, by maximality of S, oFt: ¢ € S,. So, by
definition, ¢ ¢ &(o,t).

Proofs for (Closure Condition 4.) and (3) Constant Specification are similar. X

Lemma 3 (Truth Lemma). For every signed formula ¢, c® € S, — o
realizes @ in the model K.

Proof. By induction on complexity of formulas. We show [ and ¢: cases.

Case 1. @ = TUp. Suppose cT0yp € S,,. By the tableau rule K and 4, S, U
{o.nTp,o0.nTOp} is consistent for any o.n occurring in S,,. So, by maximality,
onTp,onTOyp € S, for any o.n occurring in S,,. By using this combination
finitely many times, we can show that for any arbitrary sequence o', s.t. o < o/,
Ty € S,. By IH, ¢’ realizes T in the model K. So, K,o’ IF ¢. So, for any
o >o0,K,0'IF¢. So K,o I Op. Hence, o realizes Ty in the model K.

Case 2. @ = FUyp. Suppose o FOp € S,,. By m-completeness of S,,, 0.kFp €
S, for some 0.k occurring in S,. By IH, 0.k realizes F¢ in the model K. So,
K,o0.k ¥ . On the other hand, clearly, 0 < o.k So, there exists 0.k > o,
K,o.k ¥ ¢. So K,o ¥ Op. Hence, o realizes Fp in the model K.

Case 3. @ =Tt:p. Suppose dTt:p € S,,. It suffices to show that o I ¢t:¢p. To
show this, it is suffices to show the two statements: (1) ¢ € £(o,t) and (2) for
all o/, (cR°0’ = o’ IF ). (1) is an immediate consequence of the definition of £
and oFt:p ¢ S, (by consistency). So, ¢ € (o, t). To show (2), suppose o R¢0”.
By definition, 1 < ¢ and 1 < ¢’. Since o and ¢’ are related in this way, by the
proposition 1 combined with the rule ET, cTt:¢ € S, implies ¢'Ty € S,. By
TH, o’ realizes ¢ in K. So, ¢’ IF . So, for all ¢/, s.t. cR®0’, ¢’ I ¢. Therefore,
o l-t:p. So, o realizes t: ¢ in K.

Case 4. @ = Ft:p. Suppose cFt:p € S,. It suffices to show o W t:p. To
show this, it is sufficient to show (1) ¢ ¢ &(o,t) or (2) there exists ¢/, s.t. c R0’
and ¢’ ¥ ¢. By the assumption, it is not the case that oFt: ¢ ¢ S,. So, this
immediately implies ¢ ¢ E(o,t). So, ¢ ¢ E(o,t) or there exists o', s.t. c R°¢’ and
o' ¥ ¢. So, o IFt:p. Hence, o realizes Fit:¢ in K. X

Theorem 2 (Completeness). If ¢ is S4LPN-valid, then ¢ has a proof using
the tableau rules for S4LPN.

Proof. We show the contrapositive. Suppose ¢ is not provable using the prefixed
S4LPN-tableau rules. Then {1F¢} is S4LPN-consistent, and it omits infinitely
many integers. So, we can extend it to a maximally S4LPN-consistent, w-complete
set S, by the above construction and the lemma 6. We can define a canonical
Kripke model K out of S,,. By Truth Lemma, we can show Fy is realized at 1
in IC. So, there is a Kripke model IC and a state ¢ such that IC, o ¥ ¢. X
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4 Hypersequent Calculus for S4LPN

Here we first present the hypersequent calculus HS4LPN. And then we give
a translation from the prefixed tableau system to a hypersequent calculus of
S4LPN. A hypersequent is a multiset of sequents, written as follows: 17 =

1) Axiom: A=A 1=
2) External structural rulesf]
G GII'= A= A
EW EC
GIH GI'= A
3) Internal structural rules:
GI'= A GII'= A
Lw 2%
GIA T = A R GII'=A4,A
GIAA T = A GII'=A,AA
Le GIA T = A RC GII'=A4,A

4) Logical rules:

G|A,B, "= A RA GI'=> A A GII'= A,B
GIANB,I'= A GI'=AANB
GIA,I'=A GBI'=A RV GII'= A/A B

G|AvB,I'= A GII'=AAVB
GII'=A4,A G|B, = A GIA, ' = A, B

GIA— B, = A T GI=AA-B

GIA, T = A RO GOr= A
GOA T = A G|Or =0A
6) Rules for Proof-terms of LP:

LA
Lv
L —

5) Rules for S400:  LO

GIA T = A GII'=> Ajt:A— B GII'=> A)s: A
Glt:A,I' = A G|II'= A,t-s:B

RI GII'= At A n GII'=> Ajt: A GII'=> A,s: A
CGII= At A GI'= Ajt+s:A  GII'= Ajt+s:A

7) Constant Specification: N where A is an axiom of S4LPN.

c:A
G|t:F1,F2 = S:A17A2
G‘t:[‘l = S:Al‘FQ = AQ

Lt

8) Labeled Splitting:

5 Since we are assuming that all the sequents and hypersequents in our system are
multi-sets, so we do not need any exchange rules, internal or external.

SHere t: It =t1:¢1,...,tn:@n. The rule covers cases where t: I or s:A; is empty
(3]). Note also that this rule has its origin in Avron’s modal splitting rule in his
hypersequent calculus for S5, which can handle the negative introspection in S5.
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Gl‘F1=>A17A GQ‘A7F2:>A2
G1|Ga| I, Iy = Ay, Ay

E.g., a derivation in HS4LPN.

9) Cut:

t:A=t:A
t:A=tit: A

t:A=| =t A
a few logical rules
= ot A=t A=

= 0O-t: A=t A=
a few IW
Sttt A= Ot A=t A= Ot A
Sttt A= 0+t A

By the following translation from hypersequents to formulas in the language
of S4LPN, we can prove that the Hilbert-style system S4LPN and HS4LPN are
deductively equivalent.

T = Ay Ty = A) = OA — VA) V- VOA L — \ An)

Theorem 3. HS4LPN- Iy = A4 ... |, = A, if and only if S4LPN- O(A It
- VA)v---vVOAL, = VA,).

Proof. In both ways, a proof is given by induction on the length of derivation.
To derive Labeled Splitting (from right to left), we can use the fact SALPNF (¢ :
A —t2:B) = O(t1: A — t2:B). X

However, to show that Cut is admissible, we need another argument. Here we
give a semantic proof of cut-admissibility. Since the Hilbert-style system S4LPN
is sound and HS4LPN is equivalent to that system, HS4LPN is sound with respect
to the Kripke semantics given above. So, to show cut-admissibility, it suffices to
show completeness of HSALPN without Cut (HS4LPN™) with respect to the same
semantics. We show completeness of HS4LPN~ by providing a way of translating
a prefixed tableau proof to a proof in the hypersequent calculus, following [6].
We define a translation from the language of the prefixed tableau system
to that of the hypersequent calculus. Our translation mapping, which is called
s, is defined in two stages. First, we define a mapping ¢ that maps a set of
prefixed formulas to a multi-set of multi-sets of signed formulas in the follow-
ing way. 1. The set of prefixed formulas is partitioned into subsets so that
all formulas with the same prefixes o; go into the same subset. 2. We strip
off prefixes from those partitioned prefixed formulas (for each o;). 3. For each
oi, we put together those signed formulas and the formulas of the form Ty
such that 0;TY € S and 0; < o; for some o;. (The prefix of Ty is a
proper initial segment of ¢;.) 4. We call the resulting set H,, for each oy, i.e.
H,, == {P|o;® € S} U{TOp|do; < 0;(c;T0p € S)}. 5. H,,’s get linearly or-
dered by using the lexicographic ordering induced by the partial order of o;’s.6.
We arrange those linearly ordered H,, by using “|” in the hypersequent cal-
culus. So, we have H,, |Hy,|...|H,,. Our reading “|” is the same as that of
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hypersequent, so we have now constructed a multi-set of sets of signed formu-
las[l Let St := H,,|H,,|...|H,,.

Second, we consider a mapping that maps a multi-set of multi-sets of signed
formulas, i.e. Hy, |Hg,| ... |Hy, , to a multi-set of sequents. This mapping can be
constructed by putting 7" formulas to the antecedent and F' formulas to the succe-
dent for each case of H,,. Namely, if H,, = {T¢1,..., Tk, Fi1,..., Fiy}, then
we map this to ¢1,...,0r = ¥1,...,%¥n. This is all we have to do for each H,,,
but, for simplicity, we officially define mapping for an entire multi-set of H,,’s.
We call this mapping u. So, we have (Ho, |Ho,|...|Hy, )" = ¢1,..., Pk, =
¢1;~«~;¢m01\-~ ‘9017"'7@19071 = wlu"'vwmgn'

We finally define the desired mapping s as a composition of t and u, i.e., S® :=
((59)%). So, S* will be of the form Iy = Ay|... |y, = Ag.|... |y, = As, B

Lemma 4. Let S be a finite set of prefized signed formulas (only with prefizes
that have the initial element 1). If there is a closed tableau for S using the prefized
tableau system for S4LPN, then the hypersequent S* is provable in HS4LPN~.

Proof. Proof by induction on the depth d of the tableau proof, where the depth
is the least number d such that there is a closed prefixed tableau in S4LPN for S
with d applications of tableau rules. Suppose a tableau for S closes with depth
d and, by TH, the theorem holds for sets that close with less than d. Suppose we
have made the first application of a tableau rule. We call the resulting set S’.
Then, to obtain a closed tableau, we only need d — 1 applications of the rules.
So, for any tableau rule, after this first application we can apply IH. Namely,
by IH, if there is a closed tableau for S’ by d — 1 applications of rules, then the
hypersequent (S’)* is provable in HS4LPN~. So, what is remaining is to show
how we can prove that hypersequent S® which is obtained by mapping the set S
we had before we apply the rule, depending on which rule is applied as the first
step of a tableau proof.

Base Case: d = 0, i.e. the original set .S itself is trivially a closed tableau.
Let S = {1T%1,...,0,.T%n, 0T 0,0 Fp,1Fp1,...,0mFpm}. Then, S = o =
p1l--|Yn =1|...l¢ = ¢|...| = pm. This hypersequent is provable in HS4LPN~
by an axiom ¢ = ¢ and applying IW and EW.

Inductive Cases: (We present representative cases of tableau rules.)ﬁ

Each H,, will work as each sequent occurring in the hypersequent that we will
obtain as an image of the mapping s defined here. But each H,, consists of only
signed formulas, so prefixes stop playing a mathematical role, once we are done with
the above arrangement.

In the following, we suppress the modal formulas added to sequents by our mapping,
unless we need to explicitly write them. Also, note that the original S is a set of
prefixed formulas and S° is a multi-set of multi-sets, but due to the structural rules in
our hypersequent calculus, this difference does not produce any defect in preserving
derivability.

Except for the cases where we explicitly note, we adopt the notational convention
that for the original I, (or As), we write the formula at issue explicitly. So, e.g.,
our “I';” is really I'v\{t:¢}. Also, we suppress double lines even when several steps
are taken.

4]
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Case 1. EFr.

Suppose o.nFt:p € S. By the assumption, such an S has a closed tableau.
Also, since the first application of a rule in the tableau is EFr, S U {cFt: ¢}
has a closed tableau with depth d — 1. By IH, (S U {oF't: ¢})® is provable in
HS4LPN~, where this has the form It = Aq|...|[y = Ayt .. | [on =
Aoyt |y, = A, . We show S®, which is equal to I1 = A4|...|[, =
Ap| Lo = Ao t: ... |5, = A, , is provable only by using rules of
HS4LPN~—.

IN=A...|I-= At ... [Tom = Ao, tio| ... |Is, = As,,
IN= A1 . |[[6e = As| =t | Tom = Aot ... |6, = Aoy,

IN= Ay .|l =As].. . |Tom = Aoyt lom = Aoyt .. |16, = As,,
IN= Ay . |[Io = As] .. | Tom = Agm, bt |, = A

Case 2. !.

Suppose oFlt:t: ¢ € S. By the assumption, such an S has a closed tableau.
Also, the first application of a rule in the tableau is l-rule, and S U {cFt: ¢}
has a closed tableau with depth d — 1. By IH, (S U {oFt: ¢})*® is provable in
HS4LPN™, i.e. HSALPN™F I = Aq|...|[, = Ao, bttt 0| .. |y, = As,, .
The following proof is enough to show the provability of S* in HS4LPN™.

IN=A... |l = As tip ittt . o, = Ao

In= A...|I, = A lt:t:p,ltit0] . s, = Ao,
I = Ay I = A Wt |y, = A

oIm om

Case 3. K. Suppose cTOyp € S. By the assumption, such an S has a closed
tableau with depth d. Since the first application of a rule in this tableau is K-
rule, SU{o.nT¢} has a closed tableau with depth d — 1. By IH, (SU{o.nTy})?
provable in HS4LPN~. By definition of s, for any ¢’ > ¢ occurring in SU{c.nT¢},
Op € I,/. Since o < o.n, in particular, Oy € I, and Oy, p € I,,. Let us
write down I, as I'.,0p and Iy, as I, ,,0¢, . So, the image of the set
given above by s has the form I1 = Aq|...|IL,0p = Ayl... |} ,,.Op,¢ =
Aonl.. |\, ,O0p = A,, [ We show below that $*%, which is equal to I =
A0, 0p = AL, Op = Asnl.. |1y, 00 = A, , is provable in
HS4LPN~—.

n? m?

Iy, = Ay 15,00 = Al Tyn, Do, 0 = Aol | To,, Do = As,,
I, = Aoy 10, 0p = Al T o, D0, 0p = Aol ... [Ty, Op = A,
Iy, = Aoy| . 05, 0p = Ag| oo | Thn, Op = Agp| ... Ty, ,Op = As,,

Case 4. m-rule

Suppose 0 Flyp € S. By the assumption, such an S has a closed tableau with
depth d. Since the first application of a rule in this tableau is w-rule, SU{o.nFp}
(n is new) has a closed tableau with depth d — 1.

By IH, we have the provability of (S U {o.nF¢})® (cFOp € S) in the hy-
persequent calculus HS4LPN~. We have to consider a general case in which

19 Note that for o,,, we have extra Oy if 0 < oy, due to our definition of mapping s.
We suppress other sequents. In the following, we always assume o, to be o < om,.
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S U{o.nFe} contains some oTy. So, let us assume Oy; € I, (1 < i < k).
Only here we use a notation I, := I.,0¢1,...,0¢k. By definition of s and
o < o.n, for the prefix newly introduced when 7-rule is applied, we have I',,, =
Oe1,...,00r = {Op|0p € Iy}, (Let us put I, = Opr,. .., O := DF”)
Also, we have A,,, = {¢} and let us use the notation A, := AL, Op. So,
the above set has the form I1 = Aq|...|[,, 00" = AL Op|...J00" =
ol |y, 0" = A, .

S¢is Iy, = Ay | .. | L2, = AL Oyl ... |, 00" = A, .

Note that o.n is new. One sequent in the hypersequent I, ,, = A, ,, disappears
when we reach the conclusion of the derivation in HS4LPN™, and this is what it
should be since the original set S for the prefixed tableau system did not have
formulas corresponding to that. We can emulate this feature of the prefixed
tableau system in HS4LPN~ by EC.

Ty, = Aoyl |05, 00" = AL, Oy| ... 1O = ¢| ... |I5,,, 00" = A,
Iy, = Aoy|.. 15,00 = AL Oy|... 100" = 0¢|... Iy, 00" = A,
Ly = Agy|... |1, 00" = AL Og|...|IL,00" = AL, Og|...|[L 00" = A,,
Iy, = A ). |, 00" = AL, Og| ... |I,,,,00" = A,

This derivation shows the provability of S°. X

Theorem 4 (Completeness). If a formula ¢ is valid in the semantics for
S4LPN, then HS4LPN™ = ¢.

Proof. Use completeness of the prefixed tableau system. Then, apply Lemma 4.
This is a special case of the lemma where S = {1F¢}. X

As a corollary, we can semantically prove cut-admissibility for HS4LPN.
Corollary 1. If HS4LPN-= ¢, then HS4LPN™ = ¢

Remark 1. In spite of its cut-admissibility, the hypersequent calculus HS4LPN
is not analytic, i.e. does not enjoy the subformula property, due to the rule R..
So, the hypersequent calculus may not be useful for automated reasoning in the
logic. We leave this issue for future research.
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Abstract. Just as forcing, or Boolean-valued models, produce a model
of ZF (when the meta-theory is, or the ground model satisfies, ZF), so
do Heyting-valued models satisfy IZF, which stands for Intuitionistic ZF,
the standard constructive re-working of the ZF axioms. In this paper, a
variant model is introduced (with truth values the Heyting algebra of
open sets of a topological space), along with a correspondingly revised
forcing or satisfaction relation. Such a model is shown to satisfy only a
fragment of IZF. Natural properties of the underlying topological space
are shown to imply stronger closure properties of the model. (It is impos-
sible, except in trivial cases, for Power Set to be satisfied.) This semantics
generalizes the second model of [9], which is the current semantics for
the special case of the underlying topological space being R.

Keywords: Constructivism, set theory, semantics, topology AMS clas-
sification 03F50, 03E70, 03C90.

1 Introduction

Topological interpretations of constructive systems were first studied by Stone
[15] and Tarski [I6], who independently provided such for propositional logic.
This was later extended by Mostowski [I2] to predicate logic. The first ap-
plication of this to any sort of higher-order system was Scott’s interpretation
of analysis [I3I14]. Grayson [6I7] then generalized the latter to the whole set-
theoretic universe, to provide a model of IZF, Intuitionistic Zermelo-Fraenkel
Set Theory. Although not directly relevant to our concerns, it was soon real-
ized that topological semantics could be unified with Kripke and Beth models,
and all generalized, via categorical semantics; see [5] and [10] for good introduc-
tions. Here is introduced, not a generalized, but rather an alternative semantics
instead. (Incidentally, this semantics can also be understood categorically, as
determined by Streicher (unpublished).)

An instance of this semantics was already applied in [9] to the reals as a
topological space. The purpose there was to come up with a model of CZF g,
set theory in which the Dedekind cuts do not form a set. CZFg,, contains the
Axiom of Exponentiation (the existence of function spaces), but not any stronger
Power Set-like axiom, most notably Aczel’s Subset Collection, which suffices to

S. Artemov and A. Nerode (Eds.): LFCS 2009, LNCS 5407, pp. 309 2009.
© Springer-Verlag Berlin Heidelberg 2009
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prove the Dedekind cuts are a set. The essence of the construction there is that,
as in a traditional topological model, the truth value of set membership (o € T,
where o and 7 are terms) is an open set of R, but at any moment the terms
under consideration can collapse to ground model terms. (A ground model term
is the canonical image of a ground model set — think of the standard embedding
of V into V[G] in classical forcing.) Such a collapse does not make the variable
sets disappear, though. So no set could be the Dedekind cuts: any such candidate
could at any time collapse to a ground model set, but then it wouldn’t contain
the canonical generic because that’s a variable set, and this generic, over R, is a
Dedekind cut

This process of collapsing to a ground model set we call settling down. Our
purpose is to show how this settling semantics works in an arbitrary topological
space, not just R. This extension is not completely straightforward. Certain
uniformities of R allowed for simplifications in the definition of forcing (I-) and
for proofs of stronger set-theoretic axioms, most notably Full Separation and
Exponentiation. In the next section, we prove as much as we can making no
assumptions on the topological space T being worked over; in the following
section, natural and appropriately modest assumptions are made on T so that
Separation and Exponentiation can be proven.

The greatest weakness in what can be proven in the general case is in the fam-
ily of Power Set-like axioms. This is no surprise, as the semantics was developed
for a purpose which necessitated the failure of Subset Collection (and hence of
Power Set itself). That Exponentiation ended up holding is thanks to the par-
ticularities of R, not to settling semantics. Rather, what does hold in general is
a weakened version of all of these Power Set-like axioms. The reason that Power
Set fails, like the non-existence of the set of Dedekind cuts above, is that any
candidate for the power set of X might collapse to a ground model set, and so
would then no longer contain any variable subset of X. However, that variable
subset might itself collapse, and then would be in the classical power set of X.
So while the subset in question, before the collapse, might not equal a member
of the classical power set, it cannot be different from every such member. That
is the form of Power Set which holds in the settling semantics:

Eventual Power Set: VX 3C (VY e CY CX)A (Y C X -VZ € CY # Z).

Although we will not need them, there are comparable weakenings of Subset
Collection (or Fullness) and Exponentiation:

Eventual Fullness: VX,Y 3C (VZ € C Z is a total relation from X to Y)
A (VR if R is a total relation from X to Y then -VZ € C Z € R).

! For those already familiar with a similar-sounding construction by Joyal, this is
exactly what distinguishes the two. Joyal started with a topological space T, and
took the union of T" with a second copy of T', the latter carrying the discrete topology
(i.e. every subset is open). So by Joyal, you could specialize at a point, but then every
set is also specialized there. Here, you can specialize every set you're looking at at a
point, but that won’t make the ambient variable sets disappear. Alternatively, the
whole universe will specialize, but at the same time be reborn. For an exposition of
Joyal’s argument in print, see either [7] or [I7] p. 805-807.
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Eventual Exponentiation: VX,Y 3dC VF' if F is a total function from X to Y
then -VZ € C F # Z.

It is easy to see that Power Set implies Fullness, which itself implies Expo-
nentiation. Essentially the same arguments will prove:

Proposition 1. Fventual Power Set implies Fventual Fullness, which in turn
implies Eventual Exponentiation.

As already stated, the original motivation of this work was to generalize an ex-
tant construction from one to all topologies. Now that it is done, other uses can
be imagined. There has been considerable interest lately in proof-theoretically
modest fragments of IZF which are still strong enough to do significant amounts
of mathematics, the most prominent of which is CZF (Constructive ZF) [1I2J3/4].
The theory identified here is incomparable with CZF, so its proof-theoretic
strength is unclear. If it turns out to be weak, perhaps it could be combined with
CZF to provide a slight strengthening of the latter while maintaining a similar
proof theory. In any case, the model-theoretic construction might be useful for
further independence results, the purpose of the first, motivating model. A long-
term project is some kind of classification of models, topological or otherwise;
having this unconventional example might help find other yet-to-be-discovered
constructions. A question raised by van den Berg is how the model would have
to be expanded in order to get a model of IZF. He observed that the recur-
sive realizability model based on (definable subsets of) the natural numbers [§]
(also discovered independently by Streicher in unpublished work), which satisfies
CZF + Full Separation (and necessarily not Power Set), is essentially just the
collection of subcountable sets from the full recursive realizability model [IT],
and hence is naturally extendable to an IZF model. It is at best unclear how
the current model could be so extended. Somewhat speculatively, applications to
computer science are also conceivable, wherever such modeling might be natu-
ral. For instance, constructive logic can naturally be used to model computation
when objects are viewed as having properties only partially determined at any
stage; if in addition parallel computation is part of the programming paradigm,
it could be that a variable is passed to several parallel sub-computations, which
specify the variable more and in incompatible ways. This is similar to the current
construction, where there are two transition functions, both leading to the same
future but under one function the variable/generic is fully specified and under
the other it’s not.

2 The General Case

First we define the term structure of the topological model with settling, then
truth in the model (the forcing semantics), and then we prove that the model
satisfies some standard set-theoretic axioms.

Definition 1. For a topological space T, a term is a set of the form {{o;, J;) |
i€ INU{{on, ) | h € H}, where each o is (inductively) a term, each J an open
set, each r is a member of T, and H and I index sets.
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The first part of each term is as usual. It suffices for the embedding = — & of
the ground model into the topological model:

Definition 2. & = {(§,T) | y € z}. Any term of the form & is called a ground
model term.

For ¢ a formula in the language of set theory with (set, not term) parameters
Oy T1,y.eny Ty, then ¢A> is the formula in the term language obtained from ¢ by
replacing each x; with ;. R

“is the inverse of , for both sets/terms and formulas: T =T, T = x, ¢ = ¢,

andq@z 0.

The second part of the definition of a term plays a role only when we decide to
have the term settle down and stop changing. This settling down in described
as follows.

Definition 3. For a term o and r € T, 0" is defined inductively on the terms
as {{o7,T) | (o3, Ji) € o Ar € J;} U{{(a},,T) | {on,T) € 0}

Note that o” is a ground model term. It bears observation that (¢")* = o".
Definition 4. For ¢ = ¢(oqg,...,0;) a formula with parameters oy, ...,o;, @" is
B0, - 7).

We define a forcing relation J I+ ¢, with J an open subset of 7" and ¢ a formula.

Definition 5. J IF ¢ is defined inductively on ¢:

J ko =71 iff for all (0;,J;) € o JN J; Ik 0; € T and vice versa, and for all
redJo =717

J o e iff for all v € J there is a (1y,J;) € 7 and J, C J; containing r
such that J, Ik o =T1;

JIEoANY iff JIFE @ and JIF

J = ¢V iff for all v € J there is a J. C J containing r such that J. - ¢ or
Jr IF

JI-o¢ — Y aff for all J' C J if J' & ¢ then J' -, and, for all r € J, there
is a J. C J containing v such that, for all K C J,, if K I+ ¢" then K I+ "

J I3z ¢(z) iff for all v € J there is a J,. C J containing v and a o such that
Ty I é(o)

J IFVz ¢(x) iff for all o J Ik ¢(0), and for all r € J there is a J, C J
containing v such that for all o J, Ik ¢" (o).

(Notice that in the last clause, o is not interpreted as o”.)
Lemma 1. IF is sound for constructive logic.
Lemma 2. T forces the equality axioms, to wit:

1. Vex=x
2. Vr,yr=y—y==x
3. Vr,y,zx=yANy=z—x=2
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4. Ve, y,zx=yANx €z —yez
S Vx,y,zx=yANz€eEx —>2z€y.

Proof. 1: It is trivial to show via a simultaneous induction that, for all J and
o,J IF o =0, and, for all (o;,J;) €0, JNJ; IF 0; € 0.

2: Trivial because the definition of J I o =) 7 is itself symmetric.

3: For this and the subsequent parts, we need a lemma.

Lemma 3. If J' C Jlko =171 then J |- 0 = 7, and similarly for €.
Proof. By induction on ¢ and 7.

Returning to the main lemma, we show that if J I p =0 and J I ¢ = 7 then
J IF p = 7, which suffices. This will be done by induction on terms for all opens
J simultaneously.

For the second clause in J IF p = 7, let » € J. By the hypotheses, second
clauses, p" =¢" and 6" =7", 50 p" =171".

The first clause of the definition of forcing equality follows by induction on
terms. Starting with (p;, J;) € p, we need to show that J N J; IF p; € 7. We
have J N J; IF p; € o. For a fixed, arbitrary r € J N J; let <0’j7Jj> € o and
J" C J N J; be such that r € J' N J; I p; = 0. By hypothesis, JNJ; IF o, € 7.
So let {7k, Jx) € T and JCJn J; be such that r € JnJy - o = Ti. Let J
be J'NJnN Jj. Note that J C JnNJ;, and that r € Jn Jr. We want to show
that J N Jg IF p; = 7. Observing that J N .J, € J' N .J;,J N J, it follows by
the previous lemma that J N Jr Ik p; = 05,05 =p Tk, from which the desired
conclusion follows by the induction. So r € Jn Ji Ik p; € 7. Since r € JN J; was
arbitrary, J N J; IF p; € 7.

4: Tt suffices to show that if JIF p =0 and JIF p € 7 then J IF o € 7. Let
r € J. By hypothesis, let (1;,J;) € 7,J. C J; be such that r € J. IF p = 7;
without loss of generality J,. C J. By the previous lemma, J, IF p = ¢, and by
the previous part of the current lemma, J,. IF 0 = 7;. Hence J,. IF o € 7. Since
r € J was arbitrary, we are done.

5: Similar, and left to the reader.

Lemma 4. 1. For all ¢ QI+ .
2. If J' C JIF ¢ then J' Ik ¢.
3. If J; I+ ¢ for all i then |, J; I+ ¢.
4. JIF ¢ iff for all r € J there is a J, C J containing r such that J,. I+ ¢.
5. For all ¢,J if J I+ ¢ then for all r € J there is a neighborhood J, of r such
that J, I ¢".
6. For ¢ bounded (i.e. Ag) and having only ground model terms as parameters,

Tl iff § (ie. VI=o).

Proof. 1. Trivial induction. This part is not used later, and is mentioned here
only to flesh out the picture.

2. Again, a trivial induction. The base cases, = and €, are proven by induction
on terms, as mentioned just above.



314 R.S. Lubarsky

3. By induction. For the case of —, you need to invoke the previous part of
this lemma. All other cases are straightforward.

4. Trivial, using 3.

5. By induction on ¢.

=:Ifr € JIF 0 = 7 then ¢” = 7". By the proof of the first part of the equality
lemma, T IF " = 7".

e:lfreJlFoer, let 7,J;, and J, be as given by the definition of forcing
€. Inductively, some neighborhood of r (or, by the previous case, T itself) forces
o" =77.Since (77, T)er", Tlrrl €7, and T IF 0" € 7".

V: If r € JIF ¢V, suppose without loss of generality that r € J,. |- ¢.
Inductively let K, be a neighborhood of r forcing ¢". Then K, IF ¢" V ¢".

AN Ifre JIF oA, let J. and K, be neighborhoods of r such that J, I- ¢
and K, IF 4. Then J,. N K, is as desired.

—: If r € JIF ¢ — 9, then J, as given in the definition of forcing — suffices.
(To verify the second clause in the definition of J, IF ¢" — 9", use the fact that
(67)* = ¢ and (7)* = ¢0)

I Ifr € JIF 3z ¢(x), let J. C J and o be such that r € J,. IF ¢(o). By
induction, let K, be such that r € K, IF ¢"(¢"). So K, I 3z ¢"(x).

V: If r € J I Va ¢(z), then J, as given by the definition of forcing V suffices.

6. A simple induction.

At this point, we are ready to show what is in general forced under this semantics.
Theorem 1. T forces:

Infinity

Pairing

Union

Extensionality

Set Induction

Eventual Power Set
Bounded (4;) Separation
Collection

Some comments on this choice of axioms are in order. The first five are unremark-
able. The role of Eventual Power Set was discussed in the Introduction. The re-
striction of Separation to the Aq case should be familiar, as that is also the case in
CZF and KP. By way of compensation, the version of Collection in CZF is Strong
Collection: not only does every total relation with domain a set have a bound-
ing set (regular Collection), but that bounding set can be chosen so that it con-
tains only elements related to something in the domain (the strong version). In the
presence of full Separation, these are equivalent, as an appropriate subset of any
bounding set can always be taken. Unfortunately, even the additional hypotheses
provided by Collection are not enough in the current context to yield even this
modest fragment of Separation, as will actually be shown at the beginning of the
next section. In fact, even Replacement fails, as we will see.
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Proof. - Infinity: @ will do. (Recall that the canonical name % of any set x
from the ground model is defined inductively as {(§,T) | y € x}.)
— Pairing: Given o and 7, {{o,T), (7,T)} will do.
— Union: Given o, the union of the following four terms will do:

{{(r, J N J;) | for some o;, (1, J) € 0; and (0;,J;) € o}

{(r,r) | for some o;, (T,7) € 0; and (o;,r) € 0}

{(r,r) | for some 0; and K, (1, K) € 0;, r € K, and (0;,r) € 0}

{(r,7) | for some o; and K, (1,r) € 0;, r € K, and (0;, K) € 0}.

— Extensionality: We need to show that T IFVe Vy [Vz (: €z - 2z €y) »x =
y]. It suffices to show that for any terms o and 7, T I+ Vz (z €0 — z € T) —
o = 7. (Although that is only the first clause in forcing V, it subsumes the
second, because ¢ and 7 could have been chosen as ground model terms in
the first place.) To show that, for the second clause in forcing —, it suffices
to show that T IF Vz (2 € 0" < z € 77) — o" = 7". But, as before, this
is already subsumed by choosing ¢ and 7 to be ground model terms in the
first place. Hence it suffices to check the first clause in forcing —: for all J,
it JIFVz (€0« z€7), then JIFo=7.

To this end, let (0;,J;) be in o; we need to show that JNJ; IF o; € 7. By
the choice of J, J IF 0; € 0 <« o0; € 7. In particular, J - 0; € 0 — 0; € T.
By M part 2), JNJ; Ik o; € 0 — 0; € 7. Since J N J; |- o; € o (proof of 2]
part 1)), J N J; Ik o; € 7. Symmetrically for (r;, J;) € 7.

Also, let r € J. If o” # 77, let (p,T) be in their symmetric difference. By
the choice of J, for some neighborhood J, of r, J,. I p € 6" < p € 7". This
contradicts the choice of p. So " = 7".

— Set Induction (Schema): We need to show that T IF Vz ((Vy € = ¢(y)) —
d(x)) — Va ¢(x). The statement in question is an implication. The definition
of forcing — contains two clauses.

The first clause is that, for any open set J and formula ¢, if J I+ Vaz(Vy €
z ¢(y) — ¢(x)) then J IF Vo ¢(z). By way of proving that, suppose not. Let
J and ¢ provide a counter-example. By hypothesis,

Vo JIF Yy € o ¢(y) — ¢(0) (1)
and
VreJ3J 3rVo' JIFVy o ¢"(y) — ¢" (o). (2)
Since J Iff Vzp(x), either
Jo J I (o) 3)
or
Ire IV 373" T I P (). (4)

If (4) holds, let r as given by (4), and then let J’ be as given by (2) for that
r. By (4), 3o’ J' ¥ ¢"(c'); let o be such a ¢’ —so J' Iff ¢" (o) — of minimal
V-rank. By (2), we have J' Ik Vy € 0 ¢"(y) — ¢"(0). If we can show that
J' I+ Yy € o ¢"(y), then (by the definition of forcing —) we will have a
contradiction, showing that (4) must fail.



316

R.S. Lubarsky

To that end, we must show, unpacking the abbreviation, that J' I Vy(y €
o — ¢"(y)); that is,
VrJ kT €0 — ¢"(1) (5)

and
VscJ AK 35V K IF 7€ 0® — ¢"(7), (6)

the latter because (¢")° = ¢".

By way of showing (5), suppose J' 2 K |k 7 € 0. Then K can be covered with
open sets K; such that K; IF 7 = 0; and K; C J; where (0, J;) € 0. Since o;
has strictly lower V-rank than o, J' IF ¢"(0;). Hence K; I ¢"(7). Since the
K;s cover K (by lemmaldl part 3)) K forces the same. We still have to show
that for all s € J’ there is a K 3 s such that for all K/ C K if K’ IF 7° € ¢°
then K’ IF ¢"(7%). In fact, J' suffices for K: if J' O K’ I+ 7° € o® then
K’ |- ¢"(7%). Moreover, this is the same argument as the one just completed,
with ¢° in place of 0. The only minor observation that bears making is that
the V-rank of ¢° is less than or equal to that of o, so again when 7 is forced
to be a member of ¢ its V-rank is strictly less than that of o, so the choice
of o carries us through.

To show (6), we claim that J' suffices for the choice of K: J' IF 7 € 0% —
¢" (7). Once more, this is just (5), with 0° in place of o.

This completes the proof that (4) must fail. Hence we have that the negation
of (4) must hold, namely

Vre J3J Vo J - ¢ (o)), (7)

as well as (3). Let o be of minimal V-rank such that J |f ¢(o). If we can show
that J IFVy € o ¢(y), then by (1) we will have a contradiction, completing
the proof of the first clause.

What we need to show are

Vr JIET € o — ¢(r) (8)

and
VvreJ3J srvrJ kT ed” — ¢ (7). (9)

By way of showing (8), suppose J 2 K |F 7 € o; we need to show that
K I+ ¢(7). This is the same argument, based on the minimality of o, as in
the proof of (5). The other part of showing (8) is

VreJ3J 3rVKCJ (KIF7" €0 = KIF ¢" (7). (10)

Both (9) and (10) are special cases of (7).

This completes the proof of the first clause.

The second clause is that for all » € T there is a J 2 r such that for all
KCJiKIFVe (Yy €x¢"(y) — ¢"(x)) then K IF Vz ¢"(x). For any r,
let J be T'. Then what remains of the claim has exactly the same form as
the first clause, with K and ¢" for J and ¢ respectively. Since the validity
of this first clause was already shown for all choices of J and ¢, we are done.
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— Eventual Power Set: We need to show that T IF VX 3C VY (Y C X —
VZ(Z € C =Y # Z)). (Actually, we must also produce a C' that contains
only subsets of X. However, to extract such a sub-collection from any C'
as above is an instance of Bounded Separation, the proof of which below
does not rely on the current proof. So we will make our lives a little easier
and prove the version of EPS as stated.) Since the sentence forced has no
parameters, the second clause in forcing V is subsumed by the first, so all we
must show is that, for any term o, T IF AIC VY (Y C o0 — VZ(Z € C —
Y £ 7).

Let 7 = {(&,7) | 0" = § Az C s}. This is the desired C. It suffices to show
that TIFYY (Y Co — VZ(Z et —Y £ Z)).

For the first clause in forcing V, we need to show that T' I+ p C 0 — —VZ(Z €
T — p # Z). To do that, first suppose T' D J IF p C 0. (Note that that implies
that for all s € J T I- p® C ¢®, so that (p°,s) € 7, and T IF p® € 7°.) We
must show that J |- -VZ(Z € 7 — p # Z). It suffices to show that no non-
empty subset K of J forces VZ(Z € 7 — p# Z) o VZ(Z € 7" — p" #£ Z)
(r € J). For the former, we will show that K must violate the second clause
in forcing V. Let s € K. Letting Z be p®, as just observed, all of T" will force
Z € 7° but nothing will force p* # Z. Similarly for the latter, by choosing
Z to be p". To finish forcing the implication, it suffices to show that for all
rTI-pt Co" — VZ(Z €Tt" — p" # Z). Again, it suffices to let Z be p".
For the second clause in forcing V, for r € T and p a term, it suffices to show
that T IF p C 0" — —VZ(Z € 7" — p # Z). This time letting Z by any p*
suffices.

— Bounded Separation: The important point here is that, for ¢ bounded (Ay)
with only ground model terms, J IF ¢ iff T I+ ¢ iff V |= ¢ (@ part 6).

We need to show that 7' IF VX JY VZ (Z € Y « Z € X A ¢(Z)). This
means, first, that for any o, T IF Y VZ (Z € Y « Z € o A ¢(Z)), and,
second, for any r € T there is a J 3 r such that, for any o, JIF Y VZ (Z €
Y - Z €0 A¢"(Z)). In the second part, choosing J to be T'; we have an
instance of the first part, so it suffices to prove the first only.

Let 7 be {{(os, JNJ;) | {03, J;) € 0 and J Ik ¢(0)} U{(Z,r) | (Z,T) € 0" and
T Ik ¢"(2)}. We claim that 7 suffices: TIFVZ (Z € 7 — Z € 0 A $(2)).
First, let p be a term. We need to show that T'IF p € 7 < p € o A ¢(p).
Unraveling the bi-implication and the definition of forcing an implication,
that becomes JIFp e T iff JIFp € o Ad(p),and JIFp" e 7" iff JIFp" €
" A @"(p"). The first iff should be clear from the first part of the definition
of 7 and the second iff from the second part of the definition, along with the
observation that forcing ¢"(p") is independent of J.

We also need, for each » € T, a J > r such that for all p J IFp € 77 «
p € 0" N¢"(p). Choosing J to be T and unraveling as above (recycling the
variable J) yields J I p e 7" iff J Ik p € 6" A @"(p), and J I+ p* € 77 iff
J Ik p* € 0" A¢d"(p®). These hold because the only things that can be forced
to be in 7" or " are (locally) images of ground model terms, and the truth
of ¢" evaluated at such a term is independent of J.
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— Collection: Since only regular, not strong, Collection is true here, it would
be easiest to his this with a sledgehammer: reflect V to some set M large
enough to contain all the parameters and capture the truth of the assertion
in question; the term consisting of the whole universe according to M will
be more than enough. It is more informative, though, to follow through the
natural construction of a bounding set, so we can highlight in the next section
just what goes wrong with the proof of Strong Collection.

We need T I Vo € 0 Jy ¢(x,y) — Iz Vo € o Ty € z ¢(x,y). It suffices to
show that for any J if J IF Vo € ¢ Jy ¢(x,y) then J IF Fz Vo € 0 Jy €
z ¢(z,y), and the same relativized to r. The latter is a special case of the
former, so it suffices to show just the former.

By hypothesis, for each (0;,J;) € 0 and r € J; N J there are 7;, and J; C
JiNJ, Ji 3 r such that Ji. IF ¢(o;, 75). Also, for all r € J thereisa J,. > r
such that, for all (&, T) € ¢”, J, IF Jy ¢"(&,y). For each s € J,, let 7,z5 and
K > s be such that K I+ ¢"(Z, 7,35). By @ part 5), K I+ ¢"(Z, 75.,)-

We claim that 7 = {(7;,, i) |t € I,r € ;NJ}U {75, 7) | r € J,(&,T) €
o",s € J.} suffices: JIFVz €0 Iy €7 Px,y).

Forcing a universal has two parts. The first is that for all p, J IF p € 0 —
Jy € 7 ¢(p,y). For the second, it suffices to show that for all » € J and
terms p J,. Fp€o” — Jye 1" ¢ (p,y).

For the former, first suppose J 2O K I p € o. It should be clear that the
first part of 7 covers this case. For the other part of forcing that implication,
for each r € J, it suffices to show that J,. is as desired: for all K C .J,., if
K IFp" e o” then K IF 3y € 77 ¢"(p",y). This is subsumed by the second
implication from above, to which we now turn.

To show J, IF p € 0" — Jy € 7" ¢"(p,y), we need to show first that if
Jr 2 KIFpeo” then KIF3y € 7" ¢"(p,y), and second that for all s € J,
thereisa K 3 s such that if K D LIk p* € 6" then L I- 3y € 77 ¢" (p*, y). By
choosing K to be J;., the second is subsumed by the first. For that, it should
be clear that the second part of 7 covers this case. In a bit more detail, it
suffices to work locally. (That is, it suffices to find a neighborhood of s € K
forcing what we want, by @) Locally, p is forced equal to some &, where
(%,T) € o". As already shown, some neighborhood of s forces ¢" (%, 77;,),
and (7%,.,T) € 7" by the second part of 7.

3 Separation and Exponentiation

If Separation were to hold (in the presence of the other axioms from above), then
Strong Collection would follow, which itself implies Replacement. Hence a power-
ful way to show that Separation is not forced is to give an example in which even
Replacement fails. In the example below, the offending formula is a Boolean com-
bination of X1 formulas; we do not know if simpler instances of Replacement, such
as for X or Ag formulas, are falsifiable or instead are actually forced.

Let T,, (n > 0) be the standard space for collapsing R,, to be countable:
elements are injections from Ny to W,, an open set is given by a finite partial



Topological Forcing Semantics with Settling 319

function of the same type, an element is in that open set if it is compatible with
the partial function. Let T be the disjoint union of the T},s adjoined with an
extra element oo: |4, T, U {oo}. A basis for the topology is given by all the open
subsets of each T,,, plus the basic open neighborhoods of co, which are all of the
form |4, < y Tn U {00} for some N.

This T falsifies Replacement. To state the instance claimed to be falsified, we
need several parameters. One is {(7, 00) | n € w}, which we will call w™. Another
is the internalization of the function n — X, (n € w), which we will refer to via
the free use of the notation R,,, even when n is just a variable. Finally, we will
implicitly need @ in the assertion “X is countable,” which is the abbreviation
for what you think (i.e. the existence of a bijection with &). Note that “X is
uncountable” is taken as the negation of “X is countable.”

Proposition 2. T I} Vo € w™ Ay [(y = 0OVy = DA (y = 0 & R, is
uncountable) A (y = 1 — ==X, is countable)] — If Vz € w[(f(z) =0V f(z) =
DA (f(xz) =0« X, is uncountable) A (f(z) =1 < =R, is countable)].

Proof. First we show that T forces the antecedent Vz[z € w™ — Iy [(y = 0Vy =
1) A (y = 0 < R, is uncountable) A (y = 1 — ==X, is countable)]].

For the first clause in forcing V, we need to show that for all ¢ T IF ¢ €
w™ =AYy [(y=0Vy=1)A(y =0 < R, is uncountable) A (y = 1 «— ——R,
is countable)]. The first clause in forcing that implication is vacuous, as no
open set will force ¢ € w™. The second clause is vacuous for all choices of r
except 0o, as then (w™)" is empty. Flnally7 for r = oo, it suffices to show that
T3y [(y=0Vy=1)A(y =0 < R, is uncountable) A (y = 1 « =—R;, is
countable)]. The term which is 0 on l#,_,_,, T and 1 on the rest of T" suffices.

The second clause in forcing V is similar.

Since T forces the antecedent of the conditional, it suffices to show that T" does
not force the consequent: T'If 3f Ve c w™[(f(z) =0V f(z) = 1) A (f(x) =0 <
R, is uncountable) A (f(z) = 1 «— =—R, is countable)]. If that were not the case,
there would be a term (we will ambiguously refer to as f) and a neighborhood
J of oo such that J IF Vz € w™[(f(z) = 0V f(z) = 1) A (f(z) = 0 & R, is
uncountable) A (f(z) = 1 « ==X, is countable)]. By Hl part 5), there would be
a K 3 oo such that K IF Vo € O[(f°(z) = 0V f°(z) = 1) A (f°(z) =0 < R,
is uncountable) A (f*(z) = 1 < =R, is countable)]. K, being open, contains a
set of the form W, - v Ty Let M be N 4 1. So K IF (f>(M) = 0V f*(M) =
DA(fo(M) =0« &M is uncountable) A (f°(M) =1 « ﬂ—&M is countable)
But [ (M) is a ground model term, and so is (forced by K to be) equal to 0 or
1. Hence either K IF R y is uncountable or K I ——R ¢ is countable. But neither
is the case, since K DO Ty IF NM is uncountable and K DO Un>NT I+ NM is
countable.

In the example above, the problem around oo is that no neighborhood forces
just what gets collapsed and what doesn’t. It is this lack of homogeneity that is
the root cause of the failure of Separation.



320 R.S. Lubarsky

Definition 6. T is locally homogeneous around r,s € T if there are neighbor-
hoods J., Js of r and s respectively and a homeomorphism of J. to Js sending r
to s.
An open set U is homogeneous if it is locally homogeneous around allr,s € U.
T is locally homogeneous if every r € T has a homogeneous neighborhood.

Lemma 5. If U is homogeneous, ¢ contains only ground model terms, and U 2D
V Ik ¢ (V non-empty), then U I+ ¢.

Proof. Let r € V. For s € U, let V,. and V; be the neighborhoods f the home-
omorphism given by the homogeneity of U. f(o) can be defined inductively on
terms o. (Briefly, hereditarily restrict o to V;. and apply f to the second parts
of the pairs in the terms.) f(v) is then ¢ with f applied to the parameters. It
is easy to show inductively on formulas that V. I ¢ iff Vi IF f(%).

If ¢ contains only ground model terms, then f(¢) = ¢. So U is covered by
open sets that force ¢. Hence U IF ¢.

Theorem 2. If T is locally homogeneous then T |+ FullSeparation.

Proof. As in the proof of Bounded Separation from the previous section, we
have to show that, for any o, T I 3Y VZ (Z € Y « Z € 0 A $(Z)), only this
time with no restriction on ¢. The choice of witness Y is slightly different. For
each r let K, > r be homogeneous. Let 7 be {(o;,J N J;) | (04,J;) € ¢ and
JIF¢(o) U {{&,7) | (&,T) € 0" and K, IF ¢"(Z)}. The difference from before
is that in the latter part of 7 membership is determined by what’s forced by K,
instead of by T. We claim that 7 suffices: TIFVZ (Z € 7 Z € 0 A $(2)).

For the first clause in forcing V, let p be a term. We need to show T' I p €
T < p € o Ad(p). By the first clause in forcing —, we have to show that for all
JJIFperiff JIFpe€ oA ¢(p), which should be clear from the first part of 7.
For the second clause in — it suffices to show that for all J C K, J I p" € 7"
ifft JIFp" € o” A¢"(p"). Regarding forcing membership, all of the terms here
are ground model terms, so membership is absolute (does not depends on the
choice of J). If p” enters 7" because of the first part of 7’s definition, then
we have of = p", r € J I+ ¢(0;), r € J;, and {0y, J;) € o. By @ part 5),
some neighborhood J,. of r forces ¢"(o7). By the lemma just above (applied to
K, NJ.), K, forces the same. Hence we can restrict our attention to terms p”
which enter 7 because of 7’s definition’s second part. Again by the preceding
lemma, for J non-empty, J I ¢"(p") iff K, IF ¢"(p"), which suffices. (For J
empty, J forces everything.)

For the second clause in forcing V, it suffices to show that K. IFp € 77 < p €
a" AN ¢ (p). If any J C K, forces p € 7" or p € ¢”, then locally p is forced to
be some ground model term, and we’re in the same situation as in the previous
paragraph.

It would be nice to turn the previous theorem into an iff. If that is false, it would
be interesting to see exactly what condition is equivalent to Full Separation.
Presumably it would have something to do with homogeneity, since the proof
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given seems so natural, but it’s possible that the correct condition, if weaker
than local homogeneity, would involve different issues. It’s also possible that
Separation has no natural correspondent on the topological side, which would
be very unfortunate, but still important to know.

We now turn our attention to Exponentiation.

Theorem 3. If T is locally connected, then T |- Exponentiation.

Proof. Given terms o and yx, let 7 be {{(p,J) | J IF p is a function from o to
X} U {{@,7) | = is a function from ¢” to X" }. (T can be arranged to be set-sized
by requiring that p be hereditarily empty outside of J.) It suffices to show that
TIFVz (z € T < zis a function from o to x).

The first clause in forcing V is that, for any term p, T IF p € 7 < pis a
function from ¢ to x. That J I p € 7 iff J IF “p is a function from o to x” is
immediate from the first part of 7. As for J I p" € 77 iff J IF “p" is a function
from o” to x"”, by Hl, part 6), both of those statements are independent of J,
and the iff holds because of the second part of 7.

The crux of the matter is the second clause in forcing V: J IFp € 77 iff J IF “p
is a function from ¢” to x"”. Why can only ground model functions be forced
(locally) to be functions? For s € J, let K C J be a connected neighborhood of
s. For each (0, T) € ", pick a (x;, T) € x such that the value of (i.e. the largest
subset of K forcing) “p(o;) = x;” is non-empty. That set, along with the value
of “p(0;) # x:”, is a disjoint open cover of K. Since K is connected, the latter
set is empty. So all of the values of p are determined by K, so K forces p to
equal a ground model term. Since J is covered by such sets, J also forces p to
be a ground model term.

Again, it would be nice to turn this into an iff, or, failing that, to know what
topological equivalent there is to Exponentiation.

An application of these theorems can be found in [9]. The second model pre-
sented there is the topological semantics of the current paper applied to R (with
the standard topology). R is homogeneous (not just locally so) and locally con-
nected, which is why that model satisfied Separation and Exponentiation. An
example where Exponentiation fails is if T is Cantor space. Forcing with T pro-
duces a random 0-1 sequence, which is a function from N to 2. So the canonical
generic is in a function space, but cannot be captured by any ground model set.
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Abstract. In answer set programming (ASP), one does not allow the
use of function symbols. Disallowing function symbols avoids the problem
of having logic programs which have stable models of excessively high
complexity. For example, Marek, Nerode, and Remmel showed that there
exist finite predicate logic programs which have stable models but which
have no hyperarithmetic stable model. Of course, by eliminating function
symbols, one loses a lot of expressive power in the language. In particular,
it is difficult to directly reason about infinite sets in ASP.

Blair, Marek, and Remmel [BMROS8| developed an extension of logic
programming called set based logic programming. In the theory of set
based logic programming, the atoms represent subsets of a fixed universe
X and one is allowed to compose the one-step consequence operator with
a monotonic idempotent operator O so as to ensure that the analogue
of stable models are always closed under O. We show that if the sets
represented by the atoms in a finite set based program P are languages
accepted by finite automaton, and the operators involved in the construc-
tion have a certain natural property, then all the stable models of P are
languages accepted by finite automaton and one can effectively check
whether a language accepted by a finite automaton is a stable model
of the set based logic program. Thus in this setting, one can effectively
reason about certain classes of infinite sets.

1 Introduction

Computer Science for the most part reasons about finite sets, relations and func-
tions. There are many examples in computer science where adding symbols for
infinite sets or arbitrary function symbols into programming languages results in
big jumps in the complexity of models of programs. For example, finding the least
model of a finite Horn program with no function symbols can be done in linear
time [DG82] while the least model of finite predicate logic Horn program with
function symbols can be an arbitrary recursively enumerable set [Sm6§]. If we
consider logic programs with negation, Marek and Truszczynski [MT93] showed
that the question of whether a finite propositional logic program has a stable
model is NP-complete. However Marek, Nerode, and Remmel [MNR94] showed
that the question of whether a finite predicate logic program with function sym-
bols possesses a stable model is X7 complete. Similarly, the stable models of
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logic programs that contain function symbols can be quite complex. Starting
with [AB90] and continuing with [BMS95] and [MNR94], a number of results
showed that the stable models of logic programs that allow function symbols
can be exceedingly complex, even in the case where the program has a unique
stable model. For example, Marek, Nerode and Remmel [MNR94] showed that
there exist finite predicate logic programs which have stable models but which
have no hyperarithmetic stable model.

While these type of results may at first glance appear negative, they had a
positive effect in the long run since they forced researchers and designers to limit
themselves to cases where programs can be actually processed. The effect was
that processing programs called solvers such as cmodels [BL0O2, [GLMO06], smodels
[SNS02], clasp [GKN+], ASSAT [LZ02], and d1v [LPF+] had to focus on finite
programs that do not admit function symbols. The designers of solvers have
also focused on the issues of both improving processing of the logic programs
(i.e. searching for a stable model) and improving the use of logic programs as
a programming language. The latter task consists of extending the constructs
available to the programmer to make programming easier and more readable.
This resulted in a class of solvers that found use in combinatorial optimization,
hardware verification and other applications.

Of course, by eliminating function symbols, one loses a lot of expressive power
in the language. One of the motivations of this paper was to find ways to extend
the ASP formalism to allow one to reason directly about infinite sets yet still
allow the programs to be processed in an effective manner. This requires a very
careful analysis of the complexity issues involved in the formalisms as well as
developing various ways to code the infinite sets involved in any given application
so that one can process information effectively. Part of our motivation is that
with the rise of the Internet, there are now many tools which use the Internet
as a virtual data base. While all the information on the Internet at any given
point of time is a finite object, it is constantly changing and it would be nearly
impossible to characterize the totality of information available in any meaningful
way. Thus, for all practical purposes, one can consider the information on the
Internet as an infinite set of information. Hence we need to consider ways in
which one can extend various formalisms in computer science to reason about
infinite objects.

The main goal of this paper is to show that there are extensions of the ASP
formalism where one can effectively reason about infinite languages which are
accepted by deterministic finite automata (DFAs). In particular, we shall show
that in a recent extension of logic programming due to Blair, Marek, and Remmel
[BMROg|, one can effectively reason about languages which are accepted by
finite automaton. That is, in [BMRO1], Blair, Marek, and Remmel developed an
extension of the logic programming paradigm called spatial logic programming
in which one can directly reason about regions in space and time as might be
required in applications like graphics, image compression, or job scheduling. In
spaital logic programming, one has some fixed space X be the intended universe
of the program rather than having the Herbrand base be the intended underlying
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universe of the program and one has each atom of the language of the program
specify a subset of X, i.e. an element of the set 2X.

As pointed out in [BMRAOS], if one reflects for a moment on the basic aspects
of logic programming with an Herbrand model interpretation, a slight change in
one’s point of view shows that it is natural to interpret atoms as subsets of the
Herbrand base. In ordinary logic programming, we determine the truth value of
an atom p in an Herbrand interpretation I by declaring I = p if and only if
p € I. However, this is equivalent to defining the sense, [p], of an atom p to be
the set {p} and declaring that I |= p if and only if [p] C I. By this simple move,
we have permitted ourselves to interpret the sense of an atom as a subset of a
set X rather than the literal atom itself in the case where X is the Herbrand
base of the language of the program.

It turns out that if the underlying space X has structure such as a topology
or an algebraic structure such as a group or vector space, then a number of other
natural options present themselves. That is, Blair, Marek, and Remmel [BMROS]
extended the theory of spatial logic programming to what they called set based
logic programming where one composes the one-step consequence operator of
spatial logic programing with a monotonic idempotent operator. For example,
if we are dealing with a topological space, one can construct a new one-step
consequence operator T by composing the one-step consequence operator for
spatial logic programming with an operator that produces the topological closure
of a set or the interior of a set. In such a situation, we can ensure that the
new one-step consequence operator T always produces a closed set or always
produces an open set. We say that an operator O : 2% — 2% is monotonic if
for all Y C Z C X, we have O(Y) C O(Z) and we say that O is idempotent
for all Y C X, O(O(Y)) = O(Y). Specifically, many familiar operators such
as closure, interior, or the span and convez-closure operators in vector spaces
over the rationals are monotonic idempotent operators. We call a monotonic
idempotent operator a miop. We say that a set Y is closed with respect to miop
O if and only if Y = O(Y). By composing the one-step consequence operator
for spatial logic programs with the operator O, we can ensure that the resulting
one-step consequence operator always produces a fixed point of O.

Moreover, in such a setting, one also has a variety of options for how to
interpret negation. In normal logic programming, a model M satisfies —p if
p ¢ M. From the spatial logic programming point of view, when p is interpreted
as a singleton {p}, this would be equivalent to saying that M satisfies —p if
(i) {p} N M = 0, or (equivalently) (ii) {p} € M. When the sense of p is a
set with more than one element, it is easy to see that saying that M satisfies
—p if [p] N M = O (strong negation) is different from saying that M satisfies
—p if [p] € M (weak negation). This leads to two natural interpretations of
the negation symbol which are compatible with the basic logic programming
paradigm. When the underlying space has a miop cl, one can get even more
subsidiary types of negation by taking M to satisfy —p if cl([p]) N M C cl(()
(strong negation) or by taking M to satisfy —p if cl([p]) € M (weak negation).
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Blair, Marek, and Remmel [BMROS] showed that set based logic programing
provides the foundations and basic techniques for crafting applications in the an-
swer set paradigm as described in [MT99| Nie99] and then [GL02l Ba03]. The ex-
pressive power of miops allows us to capture functions and relations intrinsic to the
domain of a spatial logic program, but independent of the program. This permits
set based logic programs to seamlessly serve as front-ends to other systems. Miops
play the role of back-end, or “behind-the-scenes”, procedures and functions.

The main goal of this paper is to show that the theory of deterministic finite
automata (DFA’s) can be integrated with the theory of set based logic program-
ming to give a setting where one can effectively reason about infinite sets. That
is, suppose that P is a finite set based logic program over a universe X where the
sets represented by atoms in P are languages contained in X which are accepted
by finite automaton and the miops O involved in P preserve regular languages,
i.e, if A is an automata such that the language L(A) accepted by A is contained
in X, then we can effectively construct an automaton B such that the language
L(B) accepted by B equals O(L(A)).Then, we shall show that the stable models
of P are languages accepted by finite automaton and one can effectively check
whether a language accepted by finite automaton is a stable model. Thus in this
setting, one can effectively reason about infinite sets.

The outline of this paper is as follows. In section 2, we shall give the basic
definitions of set based logic programming with miops. In section 3, we shall
review that basic properties of languages accepted by finite automata. In section
4, we shall show how the formalisms of finite automata can be incorporated into
the set based logic programming. Finally, in section 5, we give conclusions and
directions for further research.

2 Set Logic Programs: Syntax, Miops, and Semantics

We review the basic definitions of set based logic programming as introduced
by Blair, Marek, and Remmel [BMROS|. The syntax of set based logic programs
will essentially be the syntax of DATALOG programs with negation.

A set based augmented first-order language (set based language, for
short) £ is a triple (L, X, [-]), where

(1) L is a language for first-order predicate logic (without function symbols other
than constants),

(2) X is a nonempty (possibly infinite) set, called the interpretation space, and
(3) [-] is a mapping from the atoms of L to the power set of X, called the sense
assignment. If p is an atom, then [p] is called the sense of p.

A set based logic program has three components.

1) The language £ which includes the interpretation space and the sense
assignment.

2) The IDB (Intentional Database): A finite set of program clauses, each of
the form A < L4,..., L,, where each L; is a literal, i.e. an atom or the negation
of an atom, and A is an atom.
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3) The EDB (Extensional Database): A finite set of clauses of the form A —
where A is an atom.

Given a set based logic program P, the Herbrand base of P is the Herbrand base
of the smallest set based language over which P is a set based logic program.

We shall assume that the classes of set based logic programs that we consider
are always over a language for first-order logic L with no function symbols except
constants, and a fixed set X. We let HBy denote the Herbrand base of L, i.e.
the set of atoms of L. We omit the subscript L when the context is clear. Thus
we allow clauses whose instances are of the following form:

C:A<—Bl,...7Bn7_|Cl7...7_|Cm. (1)

where A, B;, and C; are atoms for ¢ = 1,...,n and j = 1,...,m. We let
head(C) = A, Body(C) = By, ..., By, ~C1,...,=Cy,, and PosBody(C)={By,...,
B}, and NegBody(C) = {C1,..., Cy}.

We let 2% be the powerset of X. Given [-] : HBy, — 2% an interpretation I
of the set based language £ = (L, X, [-]) is a subset of X.

2.1 Examples of Monotonic Idempotent Operators

A second component of a set based logic program is one or more monotonic
idempotent operators O : 2% — 2% that are associated with the program.

For example, suppose that the interpretation space X is either R"™ or Q"
where R is the reals and Q is the rationals. Then, X is a topological vector space
under the usual topology so that we have a number of natural miop operators:

1. op;4(A) = A, i.e. the identity map is simplest miop operator,

2. op.(A) = A where A is the smallest closed set containing A,

3. 0p;ni(A) = int(A) where int(A) is the interior of A,

4. 0P omven(A) = K(A) where K (A) is the convex closure of A, i.e. the smallest
set K C X such that A C K and whenever z1,...,x, € K and a1,...,a,
are elements of the underlying field (R or Q) such that ", o; = 1, then
Yo oix; is in K, and

5. 0pgupsp(A) = (A)* where (A)* is the subspace of X generated by A.

We should note that (5) is a prototypical example if we start with an algebraic
structure. That is, in such cases, we can let 0p,pe(A) = (A)* where (A)* is the
substructure of X generated by A. Examples of such miops include the following:

*

(a) if X is a group, we can let op,;..,(A) = (A)* where (A)* is the subgroup
of X generated by A,

(b) if X is a ring, we can let op,,,(A) = (A)* where (A)* is the subring of X
generated by A,

(c) if X is a field, we can let opg,;f4(A) = (A)* where (A)* is the subfield of
X generated by A,

(d) if X is a Boolean algebra, we can let op,;,,(A) = (A)* where (A)* is the
subalgebra of X generated by A or we can let op;;..(A) = Id(A) where

Id(A) is the ideal of X generated by A, and



328 V. Marek and J.B. Remmel

(e) if (X, <x) is a partially ordered set, we can let op,,; ..:(A) = Uid(A) where
Uid(A) is the upper order ideal of X (that is, the least subset S of X
containing A such that whenever x € S and x <y y, then y € 5).

2.2 Set Based Logic Programming with Miops

Now suppose that we are given a miop opt : 2¥ — 2% and Horn set based
logic program P over X. Here we say that a set based logic program is Horn if
its IDB is Horn. Blair, Marek, and Remmel [BMRO§| generalized the one-step
consequence-operator of ordinary logic programs with respect to 2-valued logic
to set based logic programs relative to a miop operator op™ as follows. First, for
any atom A and I € X, we say that I |=p,,+ A if and only if op™([A]) C I
Then, given a set based logic program P with IDB P, let P’ be the set of
instances of a clauses in P and let

Tp,op+(I) = op™ (I1 U I3)

where Iy = {[a] | @ < Ly, ..., L, € P',I Ep,op+ Liyi=1,...,n} and
I, =|J{[a] | a < is an instance of a clause in the EDB of P}.
We then say that a supported model relative to op™ of P is a fixed point of
Tp70p+.
We iterate Tp ,,+ according to the following.

TP,opJr TO (I) =1
TP,opJr Ta+1 (I) = T’P,opJr (1113,01)Jr Ta (I))

Tpopt 1 (1) = op (| J{Trop+ 1 (1}), Alimit
a<

It is easy to see that if P is a Horn spatial logic program and op™ is a miop, then
Tp,op+ is monotonic. Blair, Marek, and Remmel [BMROS| proved the following.

Theorem 1. Given a miop op™, the least model of a Horn set based logic pro-
gram P exists and is closed under op™ , is supported relative op™, and is given
by Tpop+ 1% (0) for the least ordinal « at which a fixed point is obtained.

We note, however, that if the Herbrand universe of a set based logic program
is infinite (contains infinitely many constants) then, unlike the situation with
ordinary Horn programs, T'p ,,+ will not in general be upward continuous even
in the case where op™(A) = A for all A C X. That is, consider the following
example which was given in [BMROS].

Example 1. Assume that op™ is the identity operator on 2X. To specify a set
based logic program, we must specify the language, EDB and IDB. Let £ =
(L, X, []) where L has four unary predicate symbols: p, ¢, r and s, and count-
ably many constants eg,eq, ...,. X is the set NJ{N} where N is the set of
natural numbers, {0,1,2,...}. [-] is specified by [g(e,)] = {0, ..., n}, [p(e,)] =
{0,...,n+ 1}, [r(en)] = N, and [s(e,)] = {IN}.
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The EDB is ¢(eg) « and the IDB is: p(X) « ¢(X) and s(eg) < r(eo).

Now, after w iterations upward from the empty interpretation, r(eg) becomes
satisfied. One more iteration is required to reach an interpretation that satisfies
s(eq), where the least fixed point is attained. O

Next we consider how we should deal with negation in the setting of miop op-
erators. Suppose that we have a miop operator op~ on the space X. We do not
require that op™ is the same as that miop op™ but it may be. Our goal is to
define two different satisfaction relations for negative literals relative to the miop
operator op~ which are called strong and weak negation in [BMROS] .

For the rest of this paper, we shall think of a set based logic program P as a
set of clauses of the form (II) where it may be that either n or m equals 0. We let
horn(P) denote the set of all Horn clauses in P and nohorn(P) = P — horn(P).

Definition 1. Suppose that P is a set based logic program over X and op* and
op~ are miops on X and a € {s,w}.

(I) Given any atom A and set J C X, then we say
J =] optop- A if and only if op™t([A]) C J.

(IT)s (Strong negation) Given any atom A and set J C X, then we say
J ':E-ﬂ,op+,op* -A if and only if op~ ([A]) N J C op~(().

(IT),, (Weak negation) Given any atom A and set J C X, then we say
J B[ opt,op- A if and only if op~([A]) 7 J.

Definition 2. For any given set J C X we define the strong Gelfond-Lifschitz
transform, GLSJ’[[.]]’Oer7()})_(P)7 of a program P with respect to miops op* and

op~ on 2%, in two steps. First, we consider all clauses in P,
C:A<—Bl7...7Bn,—|Cl7...,Cm (2)

where A, By,...,B,,C1,...,Cy, are atoms. If for some i, it is not the case that
J ':‘[i]],op*,op* —C}, then we eliminate clause C. Otherwise we replace C by the
Horn clause

A« By,...,By. (3)

Then, GL? L], 0p+ = (P) consists of the set of all Horn clauses produced by this

two step process.

We define the weak Gelfond-Lifschitz transform, G’L}’H op+ op— (P), of a pro-

gram P with respect to miops op™ and op~ on 2¥ in a similar manner except

that we use =’} in place of =y in the definition.

op*,op~ op*,op~

! Lifschitz [[i94] observed that different modalities, thus different operators, can be
used to evaluate positive and negative part of bodies of clauses of normal programs.
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Note that since GL L, 0p+0p—
a = s or a = w, the least model of GL L, 0p+0p— (P) relative to op™ is defined.
We then define the a-stable model semantics for a set based logic program P

over X relative to the miops op™ and op~ on X for a € {s,w} as follows.

(P) is a Horn set based logic program for either

Definition 3. J is an a-stable model of P relative to op™ and op™ if and only
if J is the least fixed point of Ty (P),opt-

J,[-],0p7F 0p

Next we give a simple example to show that there is a difference between s-stable
and w-stable models.

Example 2. Suppose that the space X = R? is the real plane. Our program will
have two atoms {a, b}, {c,d} where a,b,c and d are reals. We let [a,b] and [c, d]
denote the line segments connecting a to b and ¢ to d respectively. We let the
sense of the these atoms be the corresponding subsets, i.e. we let [{a, b}] = {a, b}
and [{c,d}] = {c,d}. We let op™ = 0p™ = 0p_pnpes- The consider the following
program P.

(1) {a7 b} o _'{Ca d}
(2) {C’ d} — _'{a7 b}

There are four possible candidate for stable models in this case, namely (i) 0,
(ii) [a, b], (iil) [e,d], and (iv) 0P .pnves1@, b, d}. Let us recall that op,ynpes (X)
is the convex closure of X which, depending on a,b,c, and d may be either a
quadrilateral, triangle, or a line segment.

If we are considering s-stable models where J ':E]] =C' if and only if

opt,op—
op~(C)NJ = op~(0) = @, then the only case where there are s-stable models if
[a,b] and [c,d] are disjoint in which (ii) case and (iii) are s-stable models.

If we are considering w-stable models where J ):’E[l-}]],op"',op_ =C' if and only if
op~ (C) € J, then there are no w-stable models if [a, b] = [¢,d], (ii) is a w-stable
model if [a,b] € [c, d], (iii) is w-stable model if [¢,d] € [a,b] and (ii) and (iii) are
w-stable models if neither [a, ] C [¢, d] nor [¢,d] C [a, b]. A

It is still the case that the a-stable models of a set based logic program P form
an antichain for a € {s,w}. That is, we have the following result.

Theorem 2. Suppose that P is a set based logic program over X, op™ and op~
are miops on X, and a € {s,w}. If M and N are a-stable models of P and
M C N, then M = N.

Proof. It is easy to see that in general if M C N, then

GL?VvII']]vop+vOP7 (P) g C;’[/?‘\lv[[]]7 P)

opt,op— (

Hence the least fixed point of Tgra Lot op (P00 is a subset of the least fixed
N,[-],opT ,0p—
point of TGL% oot op (Ps0D" But if M C N and M and N are a-stable models,
sl op™ 0™
then NV equals the least fixed point of T LS ot o (P)sop* and M equals the
sl op™0p™

least fixed point of Ty (P),op+ SO that N C M. O

M,[-1,0pF ,0p—
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3 Languages Accepted by Finite Automaton

In this section, we shall briefly list some of the basic properties of languages
accepted by finite automaton that we shall need.
Recall that a deterministic finite automaton (DFA) M is specified by a quin-
tuple M = (Q, X, 6, s, F) where
Q is a finite alphabet of state symbols,
X is finite alphabet of input symbols,
6:Q x X — (@ is a transition function,

s in @ is the start state, and
F C (@ is the set of final states.

We let L(M) denote the set of all words w accepted by M. A nondeterministic
automaton (NFA) M = (Q, X, 6, s, F) is specified by similar 5-tuple except that
in this case 6 C Q x X' x Q. It is well known that for any fixed finite alphabet X,
the set of languages L C X* accepted by DFA’s and the set languages of L C X*
accepted by NFA’s are the same. Moreover, given any two DFA’s M; and Mo,
there are standard constructions of DFA’s M3, My, and M5 such that

L(Mg) = L(Ml) N L(MQ),

L(My) = L(My) U L(M3), and

L(Ms) = X* — L(My).
We shall denote these three DFA’s by M3 = My N My, My = M; U M>, and
M5 = M,

A crucial property of DFA’s is the pumping lemma.

Lemma 1. Let M = (Q, X,6,s,F) be a DFA and p = |Q|. Then for all words
w € L(M) such that |w| > p, we can write w = xyz for some x,y,z € X* such
that

1. |zy| < p,

2. |yl > 1, and

3. xy'z € L(M) for all i > 0.

One immediate consequence of the pumping lemma is that we can effectively
decide whether L(M) is empty or finite. That is, we have the following lemmas.

Lemma 2. Let M = (Q, X, 6,s,F) be a DFA. Then, L(M) is empty if and only
if for every w € X* such that |w| < |Q|, w is not accepted by L(M).

Lemma 3. Let M = (Q, X,6,s, F) be a DFA. Then, L(M) is finite if and only
if for every w € X* such that |Q| < |w| < 2|Q|, w is not accepted by L(M).

Thus the complexity of the decision procedure to decide whether L(M) is empty
or finite depends directly on |@Q| and |X|. The fact that we can effectively decide
if L(M) = ) also means that we can decide for any given DFA’s M; and Mo
whether

1. L(My) C L(Ms,) since L(M;) € L(Ms) if and only if L(M; N Ma) =

2. L(M;) = L(Ms) since L(My) = L(Ms) if and only if L(M;) C L(M ) and
L(Ms) C L(My), and

3. L(M1)NL(Ms3) = @ since L(M1)NL(Ms) = 0 if and only if L(M;NMs) = 0.
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4 Set Based Logic Programming with Automata

In this section, we shall consider finite set based logic programs P over L =
(L, X, []) where X = X* for some finite alphabet X. Thus P consists of clauses
of the form

C:A<—Bl7...7Bn,—|Cl7...,Cm (4)

where A, By,...,B,,C1,...,C,, are atoms. We shall assume that X = X* for
some finite alphabet X and that for any clause of the form (@) in P,

1AL, [Bi]s - - -, [Bn], [Ci], - - -, [Cwl]

are all accepted by DFA’s whose alphabet of symbols is . For the moment,
assume also that op™ and op~ are the identity operators. For ease of
notation, we shall assume that for any atom A that appears in P, A is a DFA
whose over the alphabet X and that [A] = L(A).

Proposition 1. For every finite set based program P where op™ = op;q, every
weak or strong stable model of P is a finite union of the sense assignments of
the heads of clauses in P.

Thus any weak or strong stable model of P must be a finite union of languages in
27* which are accepted by DFA’s and, hence, the stable model itself is accepted
by a DFA since languages accepted by DFA’s are closed under union. We claim
that if M is a DFA whose alphabet of symbols is X', then we can effectively
decide whether L(M) is a weak or strong stable model of P.

The first thing to observe is that we can effectively find the weak or strong
Gelfond-Lifschitz transform of P. That is, under our assumptions for any atom
A and any a € {s,w},

1. L(M) 4 ot op- A if and only if L(4) C L(M),
2. L(M) ={j,0p+.op- ~A if and only if L(A) N L(M) = 0, and

3. L(M) =, = A if and only if L(A) € L(M).

opt,op~

It follows from the results in Section Bl that we can effectively decide whether
L(M) ':ﬁ[l']];OP+;0P7 A, L(M) ):E']]’OPJHOP* —A, and L(M) 'Zﬁ?]],opﬂopf —A.
Hence, we can effectively c.onstrucF GL;/(Z\J),[[']},opJF,op*(P) an.d GLQLU(JVI),[[-]],ON,OP*(P)'

Now suppose that @ is a finite Horn set based logic program over £ =
(L, X,[-]) where X = X* for some finite alphabet X and op* and op~ are
the identity operators. Moreover, assume that for any atom A which appears in
Q, [A4] is a language accepted by a DFA whose alphabet is X. Again, for ease
of notation, we shall assume that for any atom A that appears in P, A is a
DFA whose alphabet is X' and that [A] = L(A). Then, we claim that we can
effectively construct a DFA M such that L(M) is the least model of Q. First,
we shall show that for all n > 1, we can effectively construct a DFA M™ such
T3 o+ (0) = L(M™). Note that T ,p+(0) is equal to U{L(A) : A — € Q}.
Now if {A «— € Q} is empty, then Ty ,,+(#) = 0 and the least model of @
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equals @) so that we simply let M be the one state DFA which has no accepting
state. Otherwise, suppose

{A:A— eQ}={A},... A}

Then, we set M*' = AYU---UA) . Now assume that we have constructed a DFA
M™ such that Ty . (0) = L(M™). Then,
TQ,op+ (L(M™)) = op™ (11 U I2)

where I; = U{[[A]] | A — By, ..., B, € Q,L(Mn) ':[[']];OP+ B;,i = 17...,71}
and Ir = |J{[A4] | A < is a clause in the EDB of Q}.

Note that I3 U Iy is finite since @ is finite. Since we can effectively decide
whether L(N) C L(M™) for any DFA N, we can effectively decide whether
L(M™) ':[[']]7017* B; for any atom B; and hence we can effectively compute I
and I5. Then we simply let L(M"*!) be the DFA whose language is the union
of all the L(A) such that A € I} U L.

Finally, we can effectively check whether L(M"*1) = L(M"). Since the least
model of Q equals L(M™) where n is the least integer such that L(M"*!) =
L(M™), we can effectively construct a DFA R such that L(R) is the least model
of Q.

It follows that we can effectively construct DFA’s M, and M, such that
L(Mj) is the least model of GLY (ry, 19,09+ 0p- (P) and L(M,,) is the least model
of GLY wr). 11,00+ op- (P). Since we can effectively check whether L(M) = L(Mj)
and whether L(M) = L(M,,), it follows that we can effectively decide if L(M)
is a weak or strong stable model of P.

We can extend our analysis to finite set based logic programs P with miops
assuming that the miops for P satisfy the following property.

Definition 4. We say that a miop op : 2 — 2% is effectively automata
preserving if for any DFA M whose underlying alphabet of symbols is X, we can
effectively construct a DFA N whose underlying alphabet of symbols is X' such
that L(N) = op(L(M)).

We will now give a number of examples of miops on regular languages.

Ezample 3. Suppose that X' = {0,1,...,m}. Then, the following are effectively
automata preserving operators.

(1) If N is a DFA whose underlying set of symbols is X, then we can define op :
2" — 2% by setting op(S) = SUL(N) for any S C X*. Clearly if S = L(M) for
some DFA M whose underlying set of symbols is X, then op(L(M)) = L(MUN)
so op is effectively automaton preserving.

(2)If N is a DFA whose underlying set of symbols is X, then we can define op :
2" — 2% by setting op(S) = SNL(N) for any S C X*. Clearly if S = L(M) for
some DFA M whose underlying set of symbols is X, then op(L(M) = L(M NN)
so op is effectively automata preserving.
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(3)If T is any subset of X, we can let op(S) = ST*. Again op will be an effectively
automata preserving miop since if M is DFA whose underlying set of symbols is
X7, then let N be NFA constructed from M by adding loops on all the accepting
states labeled with letters from T'. It is easy to see that N accepts L(M)T*
and then one can use the standard construction to find a DFA N’ such that
L(N') = L(N). Note that in the special case where T equals X', we can think
of op as constructing the upper ideal of S in X* relative to the partial order C.
That is, we say that for words u,v € X*, u C v if u is prefix of v, i.e. v is of the
form uw for some w € X*. For any poset (P,<p), we say that a set U C P is
an upper ideal in P, if whenever x <p y and = € P, then y € P. Clearly, for the
poset (X*,C), op(S) is the upper ideal of (X*,C) generated by S.

(4) Let P = (X, <) be a poset. For any w, w’ € X*, we say that w' is a factor of w
if there are words u, v € X* with w = uw’v. Define the generalized factor order on
P* by letting v < w if there is a factor w’ of w having the same length as u such
that u < w’, where the comparison of u and w’ is done componentwise using the
partial order in P. Again we can show that if op(S) is the upper ideal generated
by S the generalized factor order relative to P*, then op is an effectively automata
preserving miop. That is, if we start with a DFA M = (Q, X, 6, s, F'), then we
can modify M to an NFA that accepts op(L(M)) as follows. Think of M as
a digraph with edges labeled by elements of X in the usual manner. First, we
add a new start state sg. There are loops from sy labeled with all letters in X.
There is also a A-transition from sy to the old start state s. We then modify
the transitions in M so that if there is an edge from state g to ¢’ labeled with
symbol r, then we add an edge from ¢ to ¢’ with any symbol s such that r < s.
Finally we add loops to all accepting states such that labeled with all letters in
in 2.

(5) If we allow multiple representations of the infinite dimensional vector space
Vo for the field GF; where ¢ is prime, then the operator opsuysp can be thought
of an automaton preserving miop. Let X' = {0,...,q — 1}. The standard way to
represent the elements of V., is to let 0 = 0 and think of a non-zero element
of V, as a finite sequence o; ...0, where o, # 0. The operations of scalar
multiplication and addition are then performed componentwise. In our case, we
will let any element o € V,, have multiple representations, namely, o can be
represented by 0™ for any n > 0. Then, we let opgupsp(S) be the set of all
representatives of the subspace of V., generated by S. In what follows, we shall
only describe how to construct NFA’s that accept the desired languages since
the Myhill-Nerode Theorem allows us to construct in a uniform manner, for any
NFA M, a DFA D such that L(M) = L(D). First, consider miop op; such that
op1(S) is the set of all representations of elements of S. If M is a DFA whose
underlying alphabet is Y, then we can modify M to an NFA N that accepts
op1(S) as follows. First, any state ¢ such that there is an n such that the word
0" starting at state ¢ ends in an accepting state is an accepting state of N. In
particular, every accepting state of M is an accepting state of N. In addition,
we add loops labeled with 0 to all the accepting states of V.
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Next we let op2(S) denote the set of all representations of any element which is
a scalar multiple of an element of S. We claim ops is also an automaton preserving
miop. That is, if M is a DFA whose underlying alphabet is X, then we can modify
M to an NFA N that accepts op2(S) as follows. First, let N be the NFA such
that op1 (L(M)) = L(N). The for each a € {0,...,¢—1}, let aN be the NFA that
is constructed from N by replacing each edge labeled with the letter x by an edge
labeled az. Then, it is clear that L(aN) = {(ao1)...(acy) : 01...0, € L(N)}
so that opa(L(M)) = L(N) where N =0NUINU---U (g —1)N.

Finally for any a,b € {0,...,q — 1}, we let op,(S) denote the set of all
representatives of the form ac + b7 such that o, 7 are in S and |o| = |7]. opa,p is
not a miop, but nevertheless for any DFA M, we can construct an NFA R, ; such
that L(Rap) = 0pa,p(L(M)). First, let N = (Q, X, 6, s, F') be the DFA such that
L(N) = op2(L(M)). Then, the set of states of R, , will be @ x @, (s, s) will be the
start state of R, , and F' x F' will be the set of final states of R, ;. Now suppose
that there are edges from pg to p; labeled with o and from ¢ to ¢; labeled with
B in N. Then, we will have an edge in R, from (po, go) to (p1,q1) labeled with
aa + bB. It is easy to see that L(R,) = 0pa,p(L(M)). and hence if we let R be
the DFA such that R = U(a,b)EExE Rgp, then S C L(R) C 0psupsp(S) and L(R)
has the property that if s1,s2 € S, then asy +bss € L(R) for any a,b € GF,. By
a similar argument, we can construct for any finite sequence of distinct elements
ai,...,ar from GF,, a DFA U,, . 4, such that L(U,, . 4.) equals the set of all
aity + - - -+ art, such that ¢1,...¢. € L(R). It then follows that opsypsp(S) equal
the union of L(U,,,...4,.) over all possible finite sequence of distinct elements
from GF, and hence is we can construct a DFA U which accepts opsupsp(,S).

It is then easy to check that if opt : 2% — 27 then for any Horn set based
logic program ) with the properties described above, we can construct a DFA
M™ such that Ty . (0) = L(M™) and, hence, we can effectively construct the
least model of (). Thus we have the following result.

Theorem 3. Suppose that P is a finite set based logic program over L =
(L, X,[]) where X = X* for some finite alphabet ¥ and opt : 2% — 2%
and op~ : 25" 2% are effectively automaton preserving miops. Moreover,
assume that for any atom A which appears in Q, [A] is a language accepted by
a DFA whose underlying set of symbols is 3. Then,

1. Every weak (strong) stable model of P is a language accepted by a DFA.
2. For any DFA M whose underlying set of symbols is X, we can effectively
decide whether L(M) is a weak or strong stable model of P.

Note that under the assumptions of Theorem Bl there are only finitely many
possible strong or weak stable models the program P, namely a union of the
sense of the head of certain clauses, and these are all recognizable by DFA’s.
Hence it is decidable whether such a set based logic program has a weak or
strong stable model and there is an algorithm to find all such weak or strong
stable models.
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5 Conclusions

We showed that if the senses of the atoms of a finite set based logic program P are
all regular languages over some fixed finite alphabet and the miops involved are
all automaton preserving miops, then we can effectively decide if P has weak or
strong stable model and there is an algorithm to find all weak and strong stable
models. In fact, it is not difficult to see that all the operations in searching for
either a weak or strong stable model of such programs are effective so that it
is possible to extend existing search engines to produce either weak or strong
stable models of such programs. However, we suspect that the problem of how
to optimize such extensions of existing search engines will be an interesting and
challenging research problem. Finite automaton are useful for carrying out a lot
of recognition tasks such as search for keywords or ensuring documents or strings
have a proper form so that our results show that we can add ASP programming
on top of such recognition tasks.

Finally, we should note that the key properties of DFA’s that we used here
was that languages accepted by DFA’s are closed under union, intersection, and
complementation and that we can effectively decide whether the language ac-
cepted by a DFA is empty. There are many other classes of automata such a tree
automata and Biichi automata that have similar properties so that the results
of this paper can easily be extended to cover such classes of automata.

Acknowledgments. The second author has been partially supported by NSF
grant DMS 0654060.
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Abstract. We give a sound and complete labeled natural deduction
system for an interesting fragment of CTL", namely the until-free version
of BCTL*. The logic BCTL" is obtained by referring to a more general
semantics than that of CTL", where we only require that the set of
paths in a model is closed under taking suffixes (i.e. is suffix-closed)
and is closed under putting together a finite prefix of one path with the
suffix of any other path beginning at the same state where the prefix
ends (i.e. is fusion-closed). In other words, this logic does not enjoy the
so-called limit-closure property of the standard CTL* validity semantics.

1 Introduction

The importance of temporal logic in computer science has become clear since the
seminal work of Pnueli in 1977 [9]. Interesting applications include its use as a
tool for the specification and verification of programs and protocols, in the study
and development of temporal databases, as a framework within which to define
the semantics of temporal expressions in natural language, and as a language for
encoding temporal knowledge in artificial intelligence.

Many branching temporal logics have been proposed in the literature (see [3]
for a survey) varying both in the set of the operators used and in the semantics
adopted. In particular, the branching-time logic CTL* (full computation tree
logic [B]) has been shown to be especially useful in developing and checking the
correctness of reactive systems. In spite of its great relevance, the problem of pre-
senting a satisfactory deduction system or even an Hilbert-style axiomatization
for such a logic has been solved only recently in [12].

The aim of this work is to give a sound and complete deduction system for
an interesting fragment of C'TL*, namely the until-free version of BCTL* [14].
The logic BCTL*, which coincides with the logic VLTFC described in [16], is
obtained by referring to a more general semantics than that of CTL*, where
we only require that the set of paths in a model is closed under taking suffixes
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(i.e. is suffiz-closed) and is closed under putting together a finite prefix of one
path with the suffix of any other path beginning at the same state where the
prefix ends (i.e. is fusion-closed). In other words, this logic does not enjoy the
so-called limit-closure property of the standard CTL* validity semantics.

The until-free BCTL* logic that we consider here, to which we give the name
BCTL? | restricts the set of linear temporal operators to X and G (with the usual
intended meanings of “in the next time-instant” and “always in the future”
respectively) and includes the universal path quantifier V, but not the until
operator. As in CTL* (and unlike CTL), we do not constrain temporal operators
to be preceded by a path quantifier. From a semantic point of view, we refer to
the notion of bundled validity (see, e.g., [12]), which will be further clarified in
the following.

We give our natural deduction system for BCTL* in the style of labeled de-
duction, a framework [0] that has been successfully employed for several non-
classical, and in particular modal, logics [I5IT9], since labeling provides a clean
and effective way of dealing with modalities and gives rise to deduction systems
with good proof-theoretical properties. The basic idea is that labels allow one to
explicitly encode additional information, of a semantic or proof-theoretical na-
ture, that is otherwise implicit in the logic one wants to capture. So, for instance,
instead of a formula A, we consider the labeled formula x : A, which intuitively
means that A holds at the world denoted by z within the underlying Kripke
semantics. We can also use labels to specify how worlds are related, e.g. the
relational formula xRy states that the world y is accessible from .

It is possible to think of a temporal logic (at least the one we consider) as a
modal logic, where modal operators are used to reason on (and the accessibility
relation to model) the flow of time. In the light of this consideration, we give
here a labeled natural deduction system for BCTL* | where labeling allows us to
formulate simple and intuitive natural deduction inference rules. We use labels
to refer to possible paths rather than to time points and this view leads to a
clean deduction system in which each operator (X, G, V) is seen as a modal
operator and is endowed with a proper accessibility relation. Relations between
the operators are expressed by means of structural rules that do not involve the
operators themselves directly.

We show in this paper that our system is sound and complete, and leave for fu-
ture work a detailed proof-theoretical analysis of the system (e.g. normalization),
as well as the investigation of implementing automatic proof search. Moreover,
we are currently working at extending the proposed approach to capture richer
and more interesting logics such as full CTL*, for which this work provides a
stepping stone.

We proceed as follows. In Section[2] we give a brief presentation of the syntax
and semantics and of an axiomatization of BCTL* . In Section [B] we give a
labeled natural deduction system for it, which we show in Section [ to be sound
(with respect to the given semantics) and in Section [l to be complete (with
respect to the given axiomatization). We conclude, in Section [6] by comparing
with related work and discussing future work.
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2 The Bundled Temporal Logic BCTL*

We introduce here the logic BCTL* | i.e. the until-free fragment of BCTL*.

2.1 Syntax

Definition 1. Given a set P of propositional symbols, the set of well-formed
BCTL* formulas is defined by the grammar

ax=pllladal|Xa|Ga|Va,
where p € P. The set of atomic formulas is P U {L}.

The given syntax uses a minimal set of connectives, operators, and path quan-
tifiers. As usual, we can introduce abbreviations and use, e.g., =, A, V for
the negation, the conjunction, and the disjunction, respectively. For instance,
—a = o DL. We can also define other temporal operators, e.g. Foe = -G« to
express that « holds sometime in the future, and the existential path quantifier,
ie. da = —V-a.

To define a labeled deduction system for the logic BCTL* | we extend the lan-
guage with a set of labels and introduce the notions of labeled formula and relational
formula. In the following, we will use the letters b, ¢, d, ... (sometimes subscripted
or superscripted) to denote labels, the symbol ¢ to denote a generic formula (either
labeled or relational) and the symbol I" to denote a set of formulas.

Definition 2. Let L be a set of labels and let b,c € L. If o is a well-formed
BCTL* formula, then b : « is a labeled well-formed formula (labeled formula or
lwif for short). The set of relational well-formed formulas (relational formulas
or rwils for short) is defined as follows:

pu=b<c|b<c|bec.

In the rest of the paper, we will assume given a fixed denumerable set £ of labels.
Intuitively, in our system, a label is used to refer to a path of a computation.
Usually, presentations of branching time logics distinguish between

— state formulas, whose main operator is a boolean connective or a path quan-
tifier and which are evaluated with respect to a state, and

— path formulas, whose main operator is a linear temporal operator and which
are evaluated with respect to a path.

In our case, the intended meaning of an Iwff b : « is that

— « holds in the initial state of b when « is a state formula, and that
— « holds in the path b when « is a path formula.

This will be further clarified in Section [Z2] where a semantics given only in
terms of paths will be presented.
In the rwifs, we use <1, < and e with the following intended meaning:



A Labeled Natural Deduction System for a Fragment of CTL* 341

— by < by states that by is a suffix of by, i.e. if by = s1, s2, ... then by = 55, 541, ...
for some ¢ > 1;

— by <1by states that bs is the maximal proper suffix of by, i.e. if b = s1, $2, 83, ...
then bs = s9, 53, ...;

— by by states that by and b share the same initial state, i.e. if by = s1, $2, 83, ...
and by = s/, 85, s5, ... then s1 = 5.

2.2 Semantics

Several alternative semantics have been proposed for the branching-time logics
and some equivalence results have also been showed (see, e.g., [2]). In particu-
lar, we can give two main notions of validity: the full validity and the bundled
validityfY (for a detailed account see [3I12]). If we define a transition frame as
consisting of a set S of states and of a serial relation R on S, i.e. a relation such
that for every s in S there exists a ¢ in .S for which sR¢ holds, then the notion of
full validity is given by defining the semantics with respect to the set of all the
R-generable paths, i.e. of all the w-sequences s1, s, ... such that (s;,s;41) € R
for all i € N.

In this work, we refer instead to the notion of bundled validity, which deter-
mines a smaller set of valid formulas and has been used to define the subset of
CTL* called VLTFC in [16] and BCTL* in [14]. Bundled validity is given by
considering a predefined subset P of paths that is required to be (as in bundled
transition frames of [14]):

1. suffiz-closed, i.e. if the path sg, s1, s2... is in P then the path si, so, ... is also
in P; and
. 3 H / / / /
2. fusion-closed, i.e.if 51, 52,..., 50, Sny1, Sny2, ... and 81,89, ..., Sn, 87,115 57,19 -
are in P then 1,82, ..., 50,5, 41,5, 9, .. is also in P.

However, here we prefer to consider a different but equivalent formulation given
by frames where the basic entities (or worlds, in a Kripke-style terminology) are
the paths of computation rather than the states. In fact, this view allows us to
present a more genuine Kripke-style semantics, closer to the interpretation we
want to give to the set of rules of our system.

We thus introduce (N x W)-structures [12], which are closely related to the
Kamp and Ockhamist structures, described respectively in [I7] and [21].

Definition 3. A (floored) Ockhamist frame of countable height (in the following
just Ockhamist frame) is a triple (7, <, ~) where:

1. T is the set of points;
2. < is a transitive, anti-symmetric, irreflezive, linear relation on T, i.e.:
(a) Vo,y,z. ((z <y) Ay < 2)) = (z < 2);

1 An example showing that the full and the bundled validity are distinct notions is
given by the formula oo = VG(p D 3IXp) D (p D IGp), where p is an atomic formula.
It is possible to check (see [12]) that « is valid with respect to the full semantics but
not with respect to the bundled one.
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Fig. 1. An Ockhamist frame (left) and the corresponding transition frame (right)

(b) Vo,y.~ ((z <y) Ay < @));
(c) Vz.— (x < x);
(d) Va,y,z.(x <y) ANz < 2)) = (2 <y) V(z=y)V(y < 2));
(e) Vo,y,z.(y < 2) A (z < z)) = ((z <y) V(z=y) V( )
3. {y |y < z} is finite for each x € T;
4. =~ is an equivalence relation such that:
(a) if x >~y then it is not the case that x < y;
(b) if x ~y and u < x then there is a v such that v < y and u ~ v;
5. there is an element 0 € T such that for each w € T, there is a w' € T such
that 0 ~ w’ and either w' < w or w' = w (the equivalence class 0/~ is known
as the floor).

Intuitively, every Ockhamist point can be thought of as corresponding to a path
in a transition frame and the relation < as the equivalent of the relation “is a
prefix of?, i.e. x < y stands for “the path x is a prefix of the path y”. The branch-
ing nature of Ockhamist frames is hidden in the ~-equivalence relation, where
the idea is that each ~-class of points contains all the paths of the corresponding
transition frame that share a same initial state.

More precisely, there exists a translation [13] between Ockhamist frames and
bundled transition frames (as exemplified in Fig.[I]) based on the fact that Ock-
hamist points correspond to paths in the transition frame while points related
by =~ correspond to paths with the same initial state.

In order to give a proper semantics for every linear temporal operator, we
require the lines of points defined by < to be isomorphic to the natural numbers.

Definition 4. An Ockhamist frame (T,<,~2) is an (N x W)-frame iff

1. there is some set W such that T = (N x W);
2. the order < is defined by (n,u) < (m,v) iff n <m and u=v.
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As usual, we obtain a structure by providing the frame a valuation function. In
this case, we also need to require that all points in a ~-equivalence class satisfy
the same set of atoms.

Definition 5. The structure (7,<,~,V) is an (N x W)-structure iff (7, <, ~)
is an (N x W)-frame, V : (N x W) — 27 and for alln € N and for all u,v € W,
if (n,u) ~ (n,v) then V(n,u) = V(n,v).

It is easy to show by induction the following lemma (see [I3]), which will be
useful later on.

Lemma 1. Given an (N x W)-structure (7, <,~, V) and two points (n,w) and
(m,v) in T, if (n,w) ~ (m,v) then n = m.

In order to give a semantics for our labeled system, we need to define explicitly
an interpretation of labels as worlds.

Definition 6. Given the set of labels £ and an (N x W)-structure M = (T, <,
~ V), where T = (N x W) for some set W, an interpretation is a function
A: L — T that maps every label in L to a point in T .

We can now give the notion of truth directly for labeled and relational formulas.
Note that truth is defined by having the temporal operators X and G operate
along the <-lines of points, and the quantifier V within a ~-equivalence class.

Definition 7. Given an (N x W)-structure M=(T, <,~,V), where T=(N x W)
for some set W, and an interpretation A on it, truth for an rwff or lwff ¢ is the
relation =" defined as follows:

EMAD L

|:M’>‘ b1 <1 by iff there exist n € N and w € W such that
Ab1) = (n,w) and A(b2) = (n+ 1, w);

':M’A b1 < by Zﬁ /\(bl) = )\(bz) or )\(bl) < /\(bg),

':M’A bl ° b2 Zﬁ /\(bl) ~ )\(bz),

EMA D p if peVAD));

EMAb:aD B iff EMAb:aimplies EMA b B;

EMA D Xa iff  for all b, EMA b b implies EMA Y
EMAD: Ga iff  for allb', EMA b < b implies MY
EMA D Va iff  for allb', =M be ! implies EMAY - a.

When =M o, we say that ¢ is true in M according to . By extension:

=MA D iff EMA o foralpel;
r=MA o aff EMA T implies =M )

EM o iff  for every interpretation \, EM ¢;

=M iff ~ for every interpretation \, M I';

I'kEeyp iff  for every (N x W)-structure M and interpretation \,
r EMA .

We will also write EMA®) o for EMA b2 a, which also illustrates how truth
for lwffs is related to the standard truth relation for modal and temporal logics.
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Definition 8. We call BCTL* the set

{a | EMb:a for every b and every (N x W)-structure M} .

The main goal of this paper is to provide a sound and complete natural deduction
system for BCTL* , which we will do in Section [Bl

2.3 A Hilbert-Style Axiomatization

We give now a Hilbert-style axiomatization, which we call H(BCTL* ), for the
logic BCTL* . H(BCTL* ) consists of two sets of axioms (axioms for linear tem-
poral formulas and axioms for quantified formulas) and a set of inference rules.

For the first set of axioms, we refer to a standard axiomatization for until-free
LTL [16]:

(L1) Any tautology instance (L2) G(a D B) D (Ga D GB)
(L3) (X=a D =Xa) A (=Xa D X-a) (L4) X(a D B) D (Xa D XP)
(L5) Ga D a A XGa (L6) G(a D Xa) D (a D Ga)

The second set of axioms ensures that the path modality V behaves as a O in
the modal logic S5 and defines some interactions between the linear temporal
operators and the path quantifier. This set of axioms comes from [12] and is
slightly different from (but clearly equivalent to) the one in [16]:

(Kyv)Y(aD B) D VaDVE) (VI)VaDWa (V2)VaDda (V3)aDVia
(Atom) p D Vp for each atomic proposition p  (Fusion) YXa D XVa

Finally, we have the inference rules of modus ponens and temporal and path
generalization:

(MP) If @ and @ D 8 then 8

(Necx) If o then Xa

(Necg) If o then Ga

(Necy) If o then Vo

Soundness and completeness of this axiomatization can be easily verified by
adapting analogous proofs for similar axiom systems, as in the following lemma.

Lemma 2. The aziom system H(BCTL*) is sound and complete for the logic
BCTL* .

Proof. (Sketch) The proof mirrors the one given in [I6] for BCTL*, with respect
to which our axiom system only misses the two axioms concerning the operator
until, namely:

(L7) aUB D Fp
(L8) aUpB « BV (aAX(aUp))
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where we denote with < the double implicationﬁ

H(BCTL") is sound as it is a subset of the axiomatization in [I6] and BCTL*
structures coincide with BCTL* structures. A proof of completeness can be easily
obtained by adapting the one in [I6], which consists of two parts: () first a
Henkin-style proof is given for the LTL axiomatization, by the definition of a
canonical model construction; (i7) then such a construction is extended in order
to consider the system for BCTL*. We can modify such a proof for our case by
noticing that in (¢) the axioms (L7) and (L8) are used along the proof only to
deal with formulas containing the operator until. We can use the same arguments
to show that the axioms (L1) — (L6) form a complete axiomatization for until-
free LTL (as it is done for example in [7]). It is also easy to observe that the
arguments in (74) do not make use of the axioms (L7) and (L8). Thus we can
mirror part (i¢) of the proof in [16] to extend our canonical model construction
for until-free LTL to a canonical model construction for BCTL? . The main idea
here is to consider the equivalence relation between points of the linear canonical
model that satisfy the same state formulas and take such equivalence classes as
the points of the branching canonical model. B

3 The System N (BCTL*)

The only known deduction system for CTL* is the Hilbert-style axiomatization
given in [I2]. However, it is a non-standard automata-based axiomatization,
which makes use of “an unusual and unorthodox rule of inference” (as stated by
Reynolds himself in [I4]). Furthermore, if one is interested in a meta-theoretical
and proof-theoretical analysis, Hilbert-style axiomatizations are not of a great
help. Natural deduction systems have a richer syntactic structure that can be
exploited to get interesting meta and proof-theoretical results. In particular, as
remarked in the introduction, labeled natural deduction fits in well with the
context of modal and temporal logics, by encoding into the syntax semantical
properties of such logics.

In this section, we give a labeled natural deduction system, which we call
N(BCTL*"), for an interesting fragment of CTL*, the logic BCTL* described in
Section 2l As we observed above, N (BCTL* ) provides a stepping stone for the
formalization of a similar system for CTL* that we are currently working on.

We remark that in the system N(BCTL*) we do not make use of a proper
relational labeling algebra (as, e.g., in [19]) that contains rules that derive rwifs
from other rwifs or even lwffs. Since we are mainly interested in the deriva-
tion of logical formulas, we rather follow an approach that aims at simplifying
the system: we use relational formulas only as side-conditions for the deriva-
tion of labeled formulas (as in Simpson’s system for intuitionistic modal logic
[15]) and thus in N (BCTL*) there are no rules whose conclusion is a relational
formula.

2 In fact, our set of axioms for the branching part slightly differs from the one in [16]
but the two are clearly equivalent, as remarked in [12].
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3.1 The Rules of N(BCTL*)

The rules of N (BCTL*) are given in Fig. 2l There are six kinds of rules, which
we describe in the following.

Rules for the Logical Connectives. The rules for the logical connectives
mirror those of other labeled natural deduction systems for modal logics [T5/T9].
DI and DF are just the labeled version of the standard [I0/18] natural deduc-
tion rules for implication introduction and elimination, where the notion of dis-
charged/open assumption is also standard (e.g. the formula [b: o] is discharged
in the rule DI). The rule LE is a labeled version of reductio ad absurdum, where
we do not enforce Prawitz’s side condition that a #1 and we do not constrain
the world (bz) in which we derive a contradiction to be the same (b1) as in the
assumption.

Rules for the Temporal Operators and the Path Quantifier. The rules
for the introduction and the elimination of X, G and V share the same structure
since they all have a “universal” formulation. In fact, let O be one of X, G, V
and let R respectively be one of <1, <, e; the idea is that the meaning of b; : Do
is given by the metalevel implication by Rbs = by : « for an arbitrary by R-
accessible from by (where the arbitrariness of bs is ensured by the side-condition
on the introduction rules for X, G and V).

Rules for <. The rule ser<t models the fact that every world has an immedi-
ate successor and thus ensures that the suffix-closure property (as described in
Section 7)) is satisfied. The rule lin< specifies that such a successor must be
unique.

Rules for <. We recall that b; < by intuitively means that b is a suffix of
b1. In terms of the given semantics, < denotes in the syntax the reflexive and
transitive closure of < (see Definition [7). The rules refl < and trans < state
respectively the reflexivity and transitivity of <.

Rules for e. We recall from Section that the symbol e in the syntax cor-
responds to the accessibility relation ~ in the semantics. ~ is defined as an
equivalence relation and thus we have the rules refle, symme and transe that
express reflexivity, symmetry and transitivity of e respectively. It follows that V
behaves as the modal operator O does in the modal logic S5.

Finally, atome mirrors the property of (N x W)-structures according to which
if z ~ y then V(x) = V(y) (see Definition[H). Intuitively, with regard to transition
structures, it models the idea that two paths having the same initial state must
satisfy the same set of atomic propositions and is the equivalent of the axiom

(Atom) in Section 23

Rules for Relations between the Operators. The rule base < expresses the
fact that the relation corresponding to < contains the relation corresponding to
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[b1:a D] [b:a]
bz':J_ b:'ﬁ b:aDf b:a
b1:on'E b:aDﬁDI b: 8 oE
[b1 < bz] [bl < bz]
: : b : by <tby by<lbs by:
e XI b1 : Xa bl<12XE b'aser<1 1<8b2 b1 <bs b2 alin<1
b1 : Xa bo o b:« bs 1«
[b1 < bo] [b1 < b1 [b1 < bs]
bQ.ZOé bl:Ga b1<b2 b;.a b1<b2 b2<b3
< <
blzGaGI b« GE b:areﬂ\ b:a brans <
[bl ° bg] [bl ° bl] [b2 . bl]
bQ.ZOé b1 :Va b1 ebs b:.a b1 @ b b:« .
by iva 7L boia  TE g Tl b symim
[bl L4 bd] [b1 < bz]
bieby brebs b:a bi:p birebs b1 <1 by b:a
transe atome base <
b: o ba:p b: o
[b e b1] [b < bs] [bo < bi]  [b < bl [bi: o
b1<]b2 b20b3 b:'a . b()ZOé bogb bj':a )
fusion ind
b:« b:«

In XI, b2 is fresh, i.e. it is different from b; and does not occur in any assumption on
which b2 : « depends other than the discarded assumption b1 < ba.

In ser<, bs is fresh, i.e. it is different from b and does not occur in any assumption on
which b : « depends other than the discarded assumption b1 < ba.

In GI, b is fresh, i.e. it is different from b; and does not occur in any assumption on
which b2 : « depends other than the discarded assumption b; < ba.

In VI, by is fresh, i.e. it is different from b; and does not occur in any assumption on
which b2 : « depends other than the discarded assumption b; e bs.

In atome, p is an atomic proposition.

In fusion, b’ is fresh, i.e. it is different from b, b1, b2 and b3, and does not occur in any
assumption on which b : o depends other than the discarded assumptions b’ @ b; and
b < bs.

In ind, b; and b; are fresh, i.e. they are different from each other and from b and bo,
and do not occur in any assumption on which b : o depends other than the discarded
assumptions of the rule.

Fig. 2. The rules of N(BCTL:)
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b:GlaDdX)]' p<d?

d:a D Xa GE [d:a]? 5
d: Xa 2E la<aan
b:a®> <P d:a xE
c:a 3 ind*
b:Ga O 72
b:aDGa - e
b:G(aDXa)D(aDGa)D
[b:¥Xa]' [ped]*
/ VE / 4
b : Xa b <d]
bad? [ced? d:a , F
d:o fusion
R A
c:Va I
b: XVa e
b:VXa D XVar ~

Fig. 3. Proofs of the H(BCTL" ) axioms (L6) and (Fusion)

<: in the “path terminology”, it says that every path b is a prefix of its maximal
proper suffix.

The rule fusion strictly corresponds to the fusion-closure property (see Sec-
tion [Z2) of bundled transition frames, according to which the set of paths must
be closed under putting together a finite prefix of one path with the suffix of
any other path such that the prefix ends at the same state as the suffix begins.
In terms of the given semantics, it roughly corresponds to condition 4(b) in the
definition of an Ockhamist frame (Definition B]). In terms of the axiomatization
H(BCTL" ) in Section 23] it is the equivalent of the axiom (Fusion).

Finally, we have a rule ind modeling the induction principle underlying the
relation between <1 and <. It comes from the definition of (N x W)-frame (Defini-
tion M), which requires the vertical lines of points to be isomorphic to the natural
numbers. The rule is given only in terms of relations between labels, since we
prefer (for proof-theoretical reasons) to restrict the treatment of operators in the
system to the specific rules for their introduction and elimination.

3.2 Derivations

Given the rules in Fig. 2] the notion of derivation is the standard one for natural
deduction systems [TOII8]. We write I' Fxr(porr) b @ o to say that there exists
a derivation of b : « in the system N (BCTL* ) whose open assumptions are all
contained in the set of formulas I'. A derivation of b : @ in N (BCTL* ) where all
the assumptions are discharged is a proof of b : « in N (BCTL*) and we then
say that b : o is a theorem of N (BCTL* ) (and write bnrgorr-) b: ).

As notation, we write
P1...Pn
s
b:«a
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to denote that 7 is a derivation of b : a whose set of assumptions may contain
the formulas ¢1, ..., ©n.

As concrete examples, Fig. Bl contains the proofs of the H(BCTL* ) axioms
(L6) and (Fusion).

4 Soundness

Theorem 1. For every set I' of labeled and relational formulas and every labeled
formula b : «, it holds that

Fl_N(BCTLj)b:a = F):ba

The proof proceeds by induction on the structure of the derivation of b : «. The
base case is when b : a € I' and is trivial. There is one step case for every rule
and we show only five representative cases.

Consider an application of the rule XI:

b<b]

b f
el
b Xa X1
where 7 is a proof of ¥’ : « from hypotheses in IV, with o’ fresh and with " =
I'u {b<b'}. By the induction hypothesis, for all interpretations A, if =" I
then =M b : a. We let A be any interpretation such that ="** I', and show
that =M b : Xa. Let (n,w) be any point such that A(b) = (n,w). Since A
can be trivially extended to another interpretation (still called A for simplicity)
by setting A(V') = (n + 1,w), the induction hypothesis yields =" b : a,
i.e. EM(+HLw) o and thus =M b Xa

Consider an application of the rule VI:

[bet/]

s
v«

b:Va vI

where 7 is a proof of ¥ : « from hypotheses in I/, with &’ fresh and with
I'" = I'u{beb’}. By the induction hypothesis, for all interpretations A, if =" 17
then =MA b . We let A be any interpretation such that ="** I', and show
that =2 b : Va. Let (n,w) be any point such that A(b) = (n,w). Now let us
consider an arbitrary point (n,w’) for some w’. Since A can be trivially extended
to another interpretation (still called A for simplicity) by setting A(b') = (n,w’),
the induction hypothesis yields =M2 b @ a, i.e. EM(™%) o Given that w' is
arbitrary we can conclude =M b : Vo
Consider the case in which the last rule applied is GE:

0
b :Ga ¥ <Db

b:«a GE
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where 7 is a proof of ¥’ : Ga from hypotheses in I, with I' = It U {¥' < b} for
some set 17 of formulas. By applying the induction hypothesis on 7, we have:

Fl):b/IGO(.

We proceed by considering a generic (N x W)-structure M = (7, <,~,V) and
a generic interpretation A on it such that =""* I" and showing that this entails

EMA L.

Since Iy C I, from the induction hypothesis we deduce =" b : Ga.. Further-
more =M I entails = &’ < b. Then, by Definition [7, we obtain =" b : a.
Let an application of fusion be the last rule application in the derivation of

b:a:
[ by [b < bs]
T
bl<]b2 bz.bg b:
b:a

@ )
fusion

where 7 is a proof of b : « from hypotheses in I'y, with I' = I'TU{b; <ba }U{bebs}
and Iy = I U{V by } U{b <b3} for some set I of formulas. The side-condition
ensures that o’ is fresh in 7. Hence, by applying the induction hypothesis on T,
we have

IoEb: .

We proceed by considering a generic (N x W)-structure M = (7, <,~,V) and
a generic interpretation \ on it such that =** I" and showing that this entails

EMA L.
From =2 I, we deduce:

(i) there exists a point (n,w) € T such that A(b1) = (n,w) and A(b2) =
(n+1,w);
(i1) A(b2) =~ A(bs3).

We know from Lemma [[ that A(bs3) = (n + 1,v) for some (n + 1,v) € 7. Then
by the property 4(b) of Ockhamist frames (Definition [B]), the point (n,v) is such
that (n,v) ~ (n,w) = A(b1). Now let us consider an interpretation A’ which
differs from X only for the point assigned to b’, namely X' = A’ — (n,v)]. Note
that we have defined X in a way such that =M ' e by and =M B < bs.
Since b" does not occur in I' (by the side-condition on the application of fusion),
we have =M I and thus also =" I;. Then, by the induction hypothesis,
E=MA b . We conclude =M b 2 a by observing that the side-condition b’ # b
ensures A(b) = N (b).
Finally, consider the case in which the last rule applied is ind:
[bo < bz] [bz < bj} [bz : a]
7’ v
bo e’ b() < b bj e’

b ind
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where 7 is a proof of b; : @ from hypotheses in I and 7’ is a proof of by : @ from
hypotheses in Fl, with I" = F1U{bo § b} and FQ = F1U{bo S bz}U{bZQb]}U{bl :
a} for some set Iy of formulas. The side-condition on ind ensures that b; and
b; are fresh in . Hence, by applying the induction hypothesis on 7 and 7/, we
have:

FQ':bj:OZ and F1|:b0:a.

We proceed by considering a generic (N x W)-structure M = (7, <,~,V) and
a generic interpretation \ on it such that =** I" and showing that this entails

EMAL .

First, we note that I C I" and therefore =M I" implies |=""* I} and, by the
induction hypothesis on 7/, =M by : a. Let A(bg) = (n, w) for some (n,w) € 7.
From =M ') we deduce =M by < b and thus A(b) = (n + k,w) for some
k € N. We show by induction on k that =M b : a. As a base case, we have
k = 0; it follows that A(b) = A(by) and thus trivially that =" by : a entails
EMA b a. Let us consider now the induction step. Given a label b_; such that
Abr_1) = (n+k — 1,w), we show that the induction hypothesis ="'* b, : «
entails the thesis =" b : . We can build an interpretation A’ that differs from
A only in the points assigned to b; and bj, namely A" = A[b; — (n+k—1,w)][b; —
(n+k,w)]. It is easy to verify that the interpretation A’ is such that the following
three conditions hold:

(1) EMA b, :a;
(i) EM bo < b
(i) E=MA by < b;.

Furthermore, the side-condition on the rule ind ensures that A and )\ agree on
all the labels occurring in I, from which we can infer that also I:M’X Iy must
hold. It follows that ):M’/\' I and thus, by the induction hypothesis on 7, that
E=MA b o We conclude =2 b : o by observing that X (b;) = A(b).

5 Completeness

The proposed natural deduction system N(BCTL* ) consists of only finitary
rules; consequently, it cannot be strongly completeﬁ In fact, it is easy to check
that {b: X'a};<, = b: Ga but (via soundness) we can see that {b: X'a};<, ¥
b : Ga, where X%q is just a and X*+'q stands for XX*a. Nevertheless, our system
N(BCTL*) is weakly complete with respect to BCTL* | namely:

Theorem 2. For every labeled formula b : o it holds:
':bZOé = l_N(BCTL*_)bza-
3 This is not a problem of our formulation: all the finitary deduction systems for

temporal logics equipped with at least the operators X and G have such a defect
(see, e.g., [8l Chapter 6]).
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The most “economic” way to prove the theorem is to show that N(BCTL* ) is
complete with respect to the axiomatization H(BCTL* ) given in Section 23
which is sound and complete for the logic BCTL* . That is, we need to prove
(i) that every axiom of H(BCTL*) is provable in N(BCTL*) and (ii) that
N(BCTL*) is closed under the (labeled equivalent of the) rules of inference of
H(BCTL" ). Showing (i) is straightforward and we omit it here. As for (i), we
have already given the proofs of the H(BCTL* ) axioms (L6) and (Fusion) in
Fig. Bl As a further example, we can prove axiom (L5) as follows

[b:Ga]l [b<d]°

< [c<d? d:a GE
b<c? d:a trans <°
[b:Ga]' [b< b d:a base <5
b:« <2GE c: Ga GIS
b:amﬂ\ b:XGaig
b:aAXGa 1
DI

b: Ga D (a A XGa)

where, for simplicity, we have employed the rule AT for conjunction introduction,
which is derived from the other propositional rules as is standard:

[b:OZlD(aQDJ_)]l b:as
. . . D .
b:ar b:as AI  abbreviates b:as DL b:as
b:al Aas b: L
b:(alD(agDJ_))DJ_

OF
oIt

6 Conclusions

We have given a labeled natural deduction system for a fragment of CTL* —
BCTL* without until — and shown that it is sound and complete.

We have already considered some relevant related works in the previous sec-
tions. Other labeled natural deduction systems for branching time logics have
been proposed, e.g. [I] and [IT] both give labeled natural deduction systems for
CTL. The main distinctive feature of our system is that reasoning only in terms
of paths gives us the possibility of considering also the path quantifier V as a
modal operator and thus of getting a labeled system as clean as the ones for
other modal logics [I5I19].

In [I4], a tableau-based decision procedure for BCTL* is given. The tableau
construction differs from the traditional tree-shaped one and consists, like for
other tableau systems for temporal logics, e.g. [4J20], in starting with a graph
and iteratively pruning away some nodes until a success or a failure condition
is reached. We remark that the focus of our work, instead, mainly concerns the
definition of a deduction system with good proof-theoretical properties.

In fact, we are currently working on normalization for our system N (BCTL* ),
where the main difficulties arise, as in deduction systems for Peano Arithmetics
and as expectable, from the presence of a temporal induction principle. Further



A Labeled Natural Deduction System for a Fragment of CTL* 353

current work is oriented towards automated reasoning and towards extensions
of the system in order to capture richer logics such as CTL*.
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Abstract. In [I], Fitting showed that the standard hierarchy of logics of
justified knowledge is conservative (e.g. a logic with positive introspection
operator ! is conservative over the logic without !). We do the same with
most logics of justified belief, but taking a semantic approach rather than
Fitting’s syntactic one. A brief example shows that conservativity does
not hold for logics of justified consistent belief.

1 Introduction

In [1], Fitting showed conservativity of logics of justified knowledge, including
JT, JT4 (also known as LP), and JT45 as well as many weaker logics. His proof
showed something stronger than simple conservation of validity; he showed that
simple omission of symbols missing in the smaller language, carefully done, leads
to a line-by-line translation of all proofs in the stronger logic into proofs in the
weaker one. He observed that his method did not extend to logics of justified
belief (such as J and J4) and left the question of conservativity in these logics
open.

For reasons I'll mention below, what appear to me to be the obvious syntactic
approaches to conservativity in logics of justified belief do not work. However,
an approach based on extending models of the smaller logic to those of the
larger works out nicely. In this short note, I will outline the basic definitions of
logics of justified belief and a simple semantics for these. I will then present one
conservativity argument in detail (the conservativity of J4 over J) and outline
others in broad strokes. After an example showing the lack of conservativity of
JD4 over JD, I will close with a few comments on open problems.

2 Preliminaries

Modal logic has long been a way of attempting to formalize the idea of knowl-
edge and belief (among other concepts). What separates knowledge from “mere”
belief is the truth of what is known, reflected in the modal axiom scheme T
(OF — F). I will assume the reader is familiar with the modal logics of belief
(the basic normal modal logic K with or without the assumption of positive
introspection OF — OOF). I will deal later with the deontic axiom D and its
explicit counterpart, which insist on the consistency of belief.
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In a series of papers ([2], [3], [] and others), Sergei Artemov defined the
Logic of Proofs (LP), partially as a solution to an open problem dating back to
Godel ([5]) regarding the proper interpretation of the S4 modality as arithmetic
proof. However, LP proved useful and interesting well beyond answering Gédel’s
question, as a general way to make reasoning about knowledge explicit. Many
variations of Artemov’s original LP have appeared over the last decade or so,
and have come under the common heading of justification logics.

Why “justification” logics? Because in each of these systems, we augment
propositional logic with justification terms which are intended to make explicit
the reasons for knowing/believing a particular proposition. In a formula ¢: F,
the justification term ¢ makes explicit the reasons for asserting that formula F’
(which may itself contain nested justification terms) is known/believed.

I will limit myself to fairly standard justification logics without truth axioms
(the analog of the modal axiom T), and will briefly define languages, axiom
systems, and a simple semantics before moving on to the main result of the
paper. The exposition will be quite limited, directed at setting up terminology
and notation for the main proof.

2.1 Languages

As implied several times above, we will be examining several logics of justified
belief, which will differ in the richness of their language. All logics of justified
belief contain justification terms, which include justification variables x1, o2, . ..
and justification constants c1,co, . ... In addition, a particular language may con-
tain one or more of the following symbols for operations on justification terms:

— - (binary)
— + (binary)
— ! (unary)

The intended meanings of these symbols are as follows:

— - is known as “application,” the idea being that if s is a justification for
believing F' — G and t is a justification for believing F', then s -t is a
justification for believing G;

— + is known as “sum,” sort of a concatenation of justifications, the idea being
that s + ¢ is justification for believing anything justified either by s or by t;

— !is used to represent positive introspection, so that if ¢ is the justification
for believing F', then !t is the justification for believing that ¢ is justification
for believing F.

We will limit ourselves to -, 4+, and !, since the negative introspection operator 7
is a recent addition to the literature and the history of results involving the other
operators is substantially richer; in addition, negative introspection presents dif-
ficulties for reasons mentioned in the concluding section of this paper.

We will define formulas as being built from atomic propositions Py, P, .. .,
the propositional constant | and the implication operator — in the usual way; in
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addition, given any formula F' and justification term ¢, we will allow the formula
t:F.

Following Fitting ([I]), as I will for much of the following section, I will adopt
the notation L(S) (where S is a subset of {-,+,!}) to indicate the language
where only justification operations from S are permitted, and B(S) to indicate
the logic of justified belief based on L(.5).

2.2 Logics, Axiomatically

Of course languages with different sets of justification operators will have differ-
ent collections of axioms to govern the behavior of those operators.

— All justification logics include a propositionally complete set of classical ax-
iom schemes.

If - € S, include the axiom scheme s:(F — G) — (s:F — (s-t):G) in B(S).
If + € S, include the axiom schemes s: F — (s+1t):F and t: F — (s +1¢): F
in B(S).

— If ! € S, include the axiom scheme t: F —!t:t: F in B(S).

All justification logics share the rule modus ponens (from F — G and F' conclude
@), but they differ in their treatment of constants. Quoting Fitting, “Constant
symbols are intended to serve as justification of truths we cannot further analyze,
but our ability to analyze is dependent on available machinery.” Thus, variations
in the rules governing constants.

— The Axiom Necessitation Rule: If A is an axiom an c is a constant, then c: A
is a theorem.

— The Iterated Aziom Necessitation Rule: If A is an axiom and c1,c¢a,...,Cp
are constants, then c¢y:co:---:c,: A is a theorem.

— The Theorem Necessitation Rule: If X is a theorem and c is a constant, then
c: X is a theorem.

If both - and ! are in S, then B(S) needs only the Axiom Necessitation Rule. If
S has - but lacks !, then B(S) requires the Iterated Axiom Necessitation Rule,
and if S lacks -, then B(S) requires the Theorem Necessitation Rule.

In what was just described above, each constant may serve as justification
for any axiom. One may also restrict the roles of various constants by means of
a constant specification, associating individual constants with sets of individual
instances of axioms. (In the case of the Iterated Axiom Necessitation rule, finite
sequences of constants are associated with sets of axiom instances, and in the
case of the Theorem Necessitation Rule constants are associated with sets of
theorems, of course.) When each constant is associated with all axioms, the
constant specification is called full.

Since {-, +, !} has eight subsets, we have just defined eight logics of justified be-
lief, but as far as I know, those lacking - have never been studied or found any ap-
plication. B({-, +}) is also known as J, the basic logic of justification and B{-, +, !}
is known as J4; both were defined by Brezhnev ([6]). Their counterparts without
+ are known as J~ and J4~ and were defined by Fitting in [7].
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2.3 A Simple Semantics

The original intended semantics for LP was arithmetic proofs, but a more adapt-
able semantics was defined by Fitting in [7], generalizing the idea of Kripke
models for modal logics. We will not have need of the full strength of Fitting
models here, though, and will revert to an older semantics due to Mkrtychev [§].
Mkrtychev models are essentially one-world Fitting models.

The first notion we will need is that of an evidence function, which is simply
any function £ from justification terms in L(S) to sets of L(S) formulas. We
may impose additional conditions on &:

— If - is in S, we will insist that whenever F' — G € £(s) and F' € £(t) it is
also the case that G € £(s - t).

— If + is in S, we will insist that E(s) UE(t) C E(s +1).

— If l'is in S, we will insist that whenever F' € £(t), it is also the case that
t:F e &(lt).

Finally, for an evidence function to be appropriate for a language L(S) and a
particular constant specification C in that language, it must behave properly on
constants.

— If - and ! are both in S, it must be that A € £(c) for each axiom A € C(c)
where c is a justification constant.

— If - is in S but ! is not in S, it must be that co: ---: ¢, : A € E(c1),
cgiorieni A€ E(ca), . ..enA€E(ep_1),and A € E(cy,) for each axiom A €
C({c1,c2...,cp)) where ¢1, co, ..., ¢, are justification constants. (n > 1.)

— If S lacks -, it must be that F' € £(¢) for each theorem F' € C(c) where ¢ is
a justification constant.

A (Mkrtychev) structure M for a language L(S) is a pair (£,V) where & is an
evidence function appropriate to L(S) and V is a propositional valuation.

We will define satisfaction of a formula F' in a structure M (written M I- F)
as follows:

— M I+ P for propositional variable P if and only if V(P) is true.
- MWK L.

— MIF F — G if and only if either M ¥ F or M IF G.

— M I t:F if and only if F € £(1).

Kuznets ([9]) proved the soundness and completeness of Mkrtychev models for

B({-,+}) and B({-,+,!}). Essentially the same proof goes through for --free and
+-free logics of justified belief.

3 Conservativity

While Fitting’s approach to logics of knowledge [I] was entirely syntactic, my
approach will be entirely semantic, for reasons mentioned in the concluding
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section of this note. I will show that Mkrtychev models of weaker logics can be
extended to models of stronger logics while preserving the truth of formulas from
the less-expressive language. I will focus on extending B({-,+}) to B({-,+,!})
(that is, J to J4) but essentially the same argument works when adding + or
even - to a language.

Before I state the main result, a note constant specifications. While Iterated
Constant Necessitation is not necessary in logics with positive introspection (!),
it does no harm to include it. So if we want to find a constant specification
for J4 which will be conservative over J with some constant specification, the
J4-constant specification will need to extend the J-constant specification (which
might have permitted, for example, ¢;:co:c3: (P — P — P)). In our first result,
we will not extend the constant specification, but simply leave it intact.

Theorem 1. Let C be a constant specification in L({-,+}). If F € L({-,+}) is
provable in B({-,+,!}) (that is, J4) under constant specification C, then F is
provable in B({-,+}) (that is, J) under constant specification C.

Proof. We will establish that any Mkrtychev model for J can be extended to
a Mkrtychev model for J4 which preserves the truth of !-free formulas. By the
completeness of Mkrtychev models for J, if F' is not provable in J, then there
will be Mkrtychev model for J making F' false. This will be extended to a J4
model in which F is also false, showing that F was not provable in J4 by the
soundness of Mkrtychev models.

We begin with a Mkrtychev model M for J. Recall that this means that we
have a propositional valuation V and an evidence function £ with the properties
that £(s) UE(t) C E(s + ) and whenever ' — G € £(s) and F € £(t) it is also
the case that G € £(s - t). The handy thing about a semantic approach logics of
belief is that beliefs need not have anything to do with the “real world” so we
do not have to worry any further about our propositional valuation V.

We will extend £ to a J4-appropriate evidence function £’ in stages. Because
we are leaving the constant specification alone, we need only one additional
property: that whenever F € £'(t) we also have t: F' € £'(!t). (We essentially
taking the transitive closure of £.)

We will define &, recursively, treating constants at the initial stage and closure

o0
under operations at successive stages. We can then set & = U En-
n=0

We begin by setting & = £. Now we can define &,11.

— If ¢ is a justification constant, &,11(c) = &, (c).
— If z is a justification variable, &,41(x) = &, ().
— Ent1(s+1t) =Eu(s+1)UEL(s) UEL(D).

— Ent1(s-t) =&E(s - t) U{G|F — G € &,(s) and F € &,(¢)}.
— &1ty =&, () U{t: FIF € &,(t)}.

The only evidence for formulas containing the ! operator will be justification
terms which themselves contain !.
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Lemma 1. Ift is!-free and F € &,(t), then F is !-free as well.

Proof. We will prove this by induction, and the base (n = 0) case is trivial, since
&o(t) = E(t) and £ was an evidence function in a !-free language.

For the inductive step of the proof, let us assume that F € q1(¢). If F €
Ex(t) as well, we are finished by our inductive hypothesis. So let us assume that
F ¢ & (t). It is impossible by the definition of £,41 that t is a justification
constant or justification variable, so t is either u - v or u 4 v. (Recall that ¢ was
I-free.)

— If t = u - v, then there is some G with G — F € & (u) and G € & (v). By
our inductive hypothesis, G — F' is !-free, so F' will be as well.

— If t = u+ v, then either F € &(u) or F € E(v). In either case, we know by
our inductive hypothesis that F' is !-free.

This ends the inductive argument and the proof of the first lemma.
Now we can get almost all of the way home with a second lemma.
Lemma 2. Lett and F be !-free. F' € E'(t) if and only if F € E(t).

Proof. That F € £(t) implies F' € £'(t) is immediate from the construction of
g

To show the converse, we will prove that if ' € &,(t) then F' € £(t) by
induction on n. Again, the base case is trivial.

For the induction, we may assume that if G € E(s) then G € £(s) for all -free
pairs s and G. We wish to show that if F' and ¢ are -free and F' € 1 (t) then
Fe&t). It F € &(t), we are done immediately by our inductive hypothesis. So
let us examine the other possible cases:

— If t = w-v and there is G € & (v) with G — F € &, (u). Because u - v is
I-free, we know by our earlier lemma that it is also the case that G — F' and
G are I-free. By our inductive hypothesis, G — F' € £(v) an G € £(u). Since
€ was an evidence function, it must be that F € E(u - v).

—Ift = u+wv and F € & (u), then by our inductive hypothesis, F' € £(u).
Because £ was an evidence function, we know that £(u) C E(u + v), so
F € &(u+v). The case for F' € &;(v) is identical.

This completes the induction and the proof of our second lemma.

It is clear from the definition of £’ that it is an evidence function appropriate to
the logic J4, so we can define a J4 Mkrtychev model M’ = (€', V) where V is
the propositional valuation from our original J-model M. What remains to be
shown is that if F' is a !-free formula, then M I F if and only if M’ I+ F. We
can prove this by a very easy induction on the construction of F.

Because both M and M’ are built from the same propositional valuation
V the case for propositional variables is immediate, as is the case for L. That
M IFt:G if and only if M’ IF ¢:G is immediate from the definition of I+ and
the second lemma above. The argument for F = G; — G4 is standard and
straightforward.
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Of course we do not want to hamstring ourselves with constant specifications
for J4 which are entirely !-free. In particular, it would be good to have con-
servativity hold for axiomatically appropriate constant specifications. With a
few reasonable conditions, we can generalize Theorem [I] to a broader class of
constant specifications.

In the next theorem, I will assume that my constant specification for J is
schematic. In the context of Iterated Constant Necessitation, that means that
if a particular axiom A is in C({c1, ¢z, ..., cy)) for some sequence ¢y, ca, ..., ¢y
of justification constants, then so are all other instances of the schema of which
A is an instance. In other words, entire schemas are specified by a particular
sequence of justification constants.

Secondly, I will assume that any constants in J4 used to justify instances of
positive introspection (¢: FF —!t:¢: F) will be new constants not appearing in the
original constant specification for J. (New axioms, new constants.) This would
be a corollary of having a schematically injective constant Speciﬁcation For the
sake of simplicity, I will assume that there is a single such new constant and
refer to it as ¢.

Let C; be a schematic constant specification for J, and let Ci(c) = 0. Let Cy
extend C; to a constant specification for J4 by the following:

— If A €Ci(c) for an axiom A in L({-,+}) and A’ is an instance of that same
axiom scheme but in the extended language L({-,+,!}), put A’ into Ca(c).

— If A is a instance of the positive introspection scheme t: F —lt:¢: F, put A
into Ca(cr).

Note that if C; is axiomatically appropriate, so will C3 be, though with unneces-
sary instances of iterated justification constants. If we start with any schematic
constant specification C for J4 with a single justification constant ¢; whose sole
role is as evidence of the positive introspection scheme, we can find a constant
specification Cy for J which extends to C.

Theorem 2. Let constant specification Co extend constant specification Cy1 as
defined above. If F € L({-,+}) and containing no instances of ¢ is provable in
B({-,+,!}) (that is, J4) under constant specification Ca, then F is provable in
B({-,+}) (that is, J) under constant specification Cy.

Proof. We will again establish that any Mkrtychev model for J can be extended
to a Mkrtychev model for J4 which preserves the truth of !-free and ¢-free
formulas, subject to the conditions on constants mentioned just above. The proof
will be nearly identical in its outline to that of Theorem [l but there will be one
small change to the construction of the extension £’ of the evidence relation &,
entailing some extra work in the lemmas.

As above, we begin with a Mkrtychev model M for J which respects the con-
stant specification Cy, consisting of a propositional valuation V and an evidence
function €&.

! In a schematically injective constant specification, each constant corresponds to ei-
ther no axioms at all or all instances of a single axiom schema.
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This time when we extend £ to a J4-appropriate evidence function £ we
will need two additional properties: First, we need to extend the behavior of
constants in £ to include axioms from L({-,+,!}), and as before we need it to
be the case that whenever F € £'(t) we also have t: F € &'(It).

We will again define &, recursively, treating constants at the initial stage and

o0
closure under operations at successive stages. We can still set &' = U En-
n=0
We begin with &.

— If t is not a justification constant, let E(t) = £(t).
— If ¢ is a justification constant, let y(c) = E(c) U Ca(c)

Now we can define &, 1 exactly as in Theorem [l

) = &nlc).
— If x is a justification variable, &,41(z) = &, ().
— Ent1(s+1t) =En(s+1) UEn(s) UEL(2).
— Ent1(s-t) =&(s - t) U{G|IF - G € &,(s) and F € &,(¢)}.
— Ent1(lt) =&, () U {t: F|F € £,(¢)}.

— If ¢ is a justification constant, &,41(c

At this point, we will need some notation and somewhat more complicated ver-
sion of Lemma [T}

Notation: If F is a formula in L({-,+,!}), let (F)* be F with all instances of
any justification term !t replaced with the fresh justification variable y, and all
instances of the justification constant ¢ replaced with ¢y where P — (P — P) €
Ci(co). Of course if F' contains no occurrences of either ! or ¢, then (F) = F.

Revised Lemma 1. If t is !- and c-free, then if F € £,(t), we have (F)* €
En(t) as well.

Proof. We will prove this, of course, by induction. First, for n = 0. If ¢ is not a
justification constant and F € &y(¢), then F' € £(t). Because £ was the evidence
function for a J-model in a language without ! or ¢;, we know that F' is !- and
c-free, meaning that (F)* is identical to F. A similar argument works in the
case that t is a justification constant and F' € £(c).

To complete the base case of the induction, we need to show that if F' € Ca(c),
(F)* € Ca(c) as well. That is, we need to show that if F' is an instance of a J4
axiom schema other than positive introspection (recall that ¢ # ¢;) then (F)* is
also an instance of that same schema. However, this is immediate from the fact
that I leaves intact all instances of the justification operators - and + and all
propositional connectives. (For example, (s +t:G)* = (s)} + (¢)¥:(G)*.)

For the inductive step of the proof, let us assume that F € 1(¢). If F €
Ex(t) as well, we are finished by our inductive hypothesis. So let us assume that
F ¢ & (t). It is impossible by the definition of £,41 that t is a justification
constant or justification variable, so t is either u - v or u 4+ v. (Recall that ¢ was
I- and ¢r-free.)
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— If t = u - v, then there is some G with G — F € & (u) and G € & (v). By
our inductive hypothesis, (G — F)* € &(u) and (G)* € & (v). Since 1 is not
concerned with propositional connectives, (G — F)* = (G)* — (F)*. Since
we have (G)} € & (v) and (G)¥ — (F)* € &, (u), the definition of &1 tells
us that (F)* € Egy1(u-v).

— If t = u+w, then either F' € E(u) or F € E(v). By our inductive hypothesis,
(F)* € Ex(u) or (F)* € E(v). By the definition of k1, (F)* € Eprr(u+0).

This ends the inductive argument and the proof of the first lemma.

The complexities of the first lemma lead to a few changes in the proof of second
lemma as well.

Revised Lemma 2. Let t and F be |- and c-free. F € &'(t) if and only if
Fe&lt).

Proof. That F € £(t) implies F € £'(t) is again immediate from the construction
of &.

To show the converse, we will as usual prove that if F' € &,(t) then F' € £(t)
by induction on n.

If ¢ is not a justification constant, then Ey(t) = £(t). If ¢ is a justification
constant ¢ # ¢, C; and Cy agree on F' by the definition of Ca. (Recall that F was
I- and ¢-free.) Thus, if F' € £(t) then F' € £(¢).

Now we may assume that if G € £,(s) then G € £(s) for all I- and ¢ -free pairs
s and G. We wish to show that if F' and ¢ are !- and ¢i-free and F' € Ei41(t) then
F e &(t). If F € E(t), we are done immediately by our inductive hypothesis. So
let us examine the other possible cases:

—Ift = w-v and there is G € &, (v) with G — F € &(u). Because u -
v is |- and ¢-free, we know by our earlier lemma that it is also the case
that (G)* € & (v) and (G — F)* € &(u). Because we can move } past
propositional connectives, and because F' is !- and c¢i-free, we know that
(G — F)' = ()t — (F)* = (G) — F. Thus, we have (G)¥ € &(v)
and (G)¥ — F € &(u). By our inductive hypothesis, (G)¥ € £(v) and
(G)} — F € &(u). Because £ was an evidence function for a Mkrtychev
model for J, it must be the case that F' € E(u - v).

—Ift =u+wvand F € &E(u), then by our inductive hypothesis, F' € E(u).
Because £ was an evidence function, we know that £(u) C £(u + v), so
F € &(u+v). The case for F' € &;(v) is identical. (This case is unchanged
from the original version of the lemma.)

This completes the induction and the proof of our second lemma.

The remainder of the proof of the current theorem is both standard and identical
with the end of the proof of Theorem [I1

Similar proofs work to show the conservativity of, say, J4 over J4~ (the +-free
fragment of J4). (In fact, the proofs of conservativity over +-free fragments
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have much less need for equivocation about constant specifications.) The only
substantial differences would come in the inductive steps of the lemmas.

For example, in the (revised) first lemma, we would need the following ar-
gument (for J4 over J4~, assuming that (F)~ was defined analogously with

(F)h):
— Ift =!s, then F = s:G and G € &(s). By our inductive hypothesi‘ﬂ we know
that (G)~ € Ek(s) as well. Because t was +-free, so is s, 50 (s:G)~ = s:(G) ™.
Because (G)~ € &(s), s:(G)™ € Ext1(ls), and so (s:G)™ € Exra(ls).

And in the second:

—Ift =ls and F = s: G for some G € &(s), then we know by our induc-
tive hypothesiﬁﬁ that G € £(s). Because & was a J4™ -appropriate evidence
function, it must be that s:G € E(Is).

The interested reader can work out details for other cases.

4 Consistent Belief

What we have been examining so far could be called the logic of “pure normal
belief” (with or without positive introspection). From a modal standpoint, the
only axioms are O(F — G) — OF — OG and possibly OF — OOF'. No other
constraints are placed on what is believed. In logics of knowledge, consistency
of belief is automatic because things believed/known are also true, and no in-
consistency can be true. However, one can fairly simply mandate consistency of
beliefs without requiring that all which is believed be true. The modal axiom
D (from the word deontid]) ((OL) — 1) accomplishes this. This can also be
introduced in logics of justified belief as the axiom scheme (¢: 1) — L.

In a way, insisting on consistent belief can be seen as a middle ground between
unconstrained (normal) belief and knowledge. This makes it surprising that while
J4 is conservative over J and JT4 over JT, it is not the case that JD4 is
conservative over JD. In other words, introspection can introduce inconsistencies
in otherwise consistent belief systems.

The potential that introspection has for havoc can be seen from a simple
example. I might both believe that the sky is blue and believe that I do not
believe that the sky is blue. (This could be expressed as z : P and y : ((z :
P) — 1).) Absent positive introspection, I can hold both these beliefs. But in
the presence of positive introspection (and application), an inconsistent belief
appears. (From z: P deduce !z:z: P, and by application (y-lz):L.)

The same example works in the absence of the operator +. I have not explored
the conservativity of JD over JD~ or of JD4 over JD4 ™.

2 Having, of course, to do with 4-free justification terms and formulas (G)~ which
have had the +-terms stripped out.

3 Again, this would be a different hypothesis than in our original version of the lemma.

4 The word deontic denotes a connection to duty or obligation. The more common form
of the axiom D is OF — <F, which could be interpreted as “What is mandatory is
also permitted.” In normal modal logics, this scheme is equivalent to our formulation.
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5 Conclusion

In Fitting’s proof of conservativity for logics of knowledge [I], he showed that
not only conclusions but entire proofs could be preserved by careful elimination
of justification operators. However, his reduction relied heavily on the presence
of the truth axiom (¢: ' — F') and its variants. For example, if we were trying to
eliminate occurrences of ! from a proof, and the justification term ¢ contained !
(while » did not), the axiom w: F — (¢t + u): F would become u: F — F, an
instance of the truth axiom.

Because the truth axiom is absent from logics of belief, Fitting’s approach does
not immediately generalize. What makes syntactic approaches to this problem so
difficult (at least for logics with the - operator on justification terms) is that, for
example, the operator ! can show up in wholly inessential ways in an internally
cut formula F while not appearing at all in the justifications for F. (By an
“internally cut” formula, I mean the F' from the axiom s:(F — G) — (s: F —
(s-t):G). F might contain instances of ! introduced in irrelevant ways.) This
same difficulty presents itself, as far as I could tell, regardless of whether one is
dealing with Hilbert-style proofs or sequent/tableau proofs.

Thus, one problem clearly still open in this area is the existence or impossi-
bility of direct translations of proofs in a stronger logic of belief to those in a
weaker logic of belief.

Also still open is conservativity of logics of belief with the negative introspec-
tion (?) operator. Because the arguments in the present paper relied heavily on
the monotonicity of the construction of the extension of evidence relations, they
would seem incompatible with negative introspection.
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Abstract. We present a foundational framework, which we call D, uni-
fying a lazy programming language with an impredicative constructive
set theory IZFr by means of dependent types. We show that unification
brings many benefits to both worlds. First, D supports two paramount
paradigms of creating reliable software: correctness by construction and
post-construction verification, while retaining the expressiveness of set
theory. Second, D provides new expressive power, which makes it possible
to internalize and prove inside D the standard meta-theoretic properties
of constructive systems, such as Numerical Existence Property and Pro-
gram Extraction. Finally, computation arising from the programming
language significantly enriches set theory, as we show that D is stronger
than IZFr and that its real numbers behave in a better way.

1 Introduction

Consider a simple recursive program:

£(0)

=0
f(n+1l) =

f(n) + 1

It is straightforward to prove that Vn € w. f(n) = n. Just proceed by induction
on n, and the claim follows.

But is it really that simple? Just where exactly does this argument take place,
and how easy is it to fully formalize it? Two major answers are:

1. The argument is done where all mathematical developments are done: in set
theory. Numbers are formalized in the standard way and recursion is defined
using the Recursion Theorem. The syntax of the programming language can
be formalized using for example G6del numbering or hereditarily finite sets,
and there are plenty of semantics to choose from.

2. The argument is done in a logic designed from the start to reason about pro-
grams, embedding programs and computation deeply inside, with an existing
computer tool which can be used for formalization. Prominent examples of
such logics are Higher Order Logic [1], versions of type theory [2I3] and
MinLog [4].

Sadly, none of the answers is really satisfactory. The formalization of arguments
in set theory, although a standard procedure from the mathematical point of

S. Artemov and A. Nerode (Eds.): LFCS 2009, LNCS 5407, pp. 365/-379] 2009.
© Springer-Verlag Berlin Heidelberg 2009
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view, is very difficult to apply in practice. The sheer amount of formalizations
needed to prove the recursion theorem and difficulties associated with formal-
ization of the syntax are probably the reason why to this day there exists only
one prover based on set theory used in practice to reason about programs [5].
Due to its closed nature, its capabilities are unclear.

These difficulties can be removed by using a logic designed with programs
in mind, such as HOL, type theory or MinLog. The price to pay, however, is
expressiveness and easiness of use. HOL is a very weak logic. The strongest
modern applied type theories are much weaker than ZFC, the standard foun-
dation of mathematics. It also remains to be seen whether types can repeat
the remarkable success of sets as a foundational basis and tool for
abstraction.

Our framework D provides a solution to these problems along with extra
benefits. Briefly, D unifies a lazy programming language P with impredica-
tive constructive set theory IZF with Replacement (IZFpg), using weakly de-
pendent logic. Since P is an integral part of the logic, no time is lost on for-
malizing syntax and semantics. As the framework unifies sets and programs,
the logic available for reasoning about the programs is the standard set the-
ory. In this way D supports the post-construction verification paradigm —
it is possible to write the program first and then use set theory to reason
about it.

Furthermore, D possesses all properties desirable from the proof-theoretic
point of view, including Subject Reduction, Progress and Normalization. There-
fore, as we showed in the previous work [6l7], it also supports the correct-by-
construction paradigm: programs can be extracted from set theoretic proofs.
Moreover, D makes it possible to state and prove the properties of program
extraction directly inside of D, instead of using convoluted metatheoretical con-
structions.

Finally, the combination significantly influences the set-theoretical side. We
show that D is stronger than IZF g, by showing that a countable version of the
Axiom of Choice is derivable in D. The result implies that reals behave in D in
a much better way than in IZF g.

This paper is organized as follows. We present D in Sections 2 and [ and
develop mathematics in it in Section @l Therein we show how sets influence
programs and programs influence sets. Related work is discussed in Section

2 The Informal Account of D

In this section we present our framework D informally. The fully formal account
follows in Section [Bl D is based on two pillars: a dependent variant of construc-
tive set theory IZF g, which we call IZFp, and a lazy, functional programming
language, which we call P. The framework unifies these two worlds together.
As we shall see in Section [ the unification makes it possible to use set theory
to reason about programs of P and for the computation in P to influence set
theory.
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— (IN)Va,b.a€b—3Jc.cerbha=c

— (EQ) Va,b.a=b—Vd. (d€fa—deb)AN(d€rb—dEa)

— (EMPTY) Ve. cer )« L

— (PAIR) Va,bVc. c €7 {a,b} —c=aVec=0b

— (OMEGA) Ve.c€rw—c=0VIbew. c=bU{b,b}

— (SEPy(p,a,5)) VF,aVe. c €1 Sppa,py(a, f) = (p:c€a)Ao(p,c, f)

— (UNION) VaVe. cer|Ja<— Jb€a.ce€b

— (POWER) VaVe. c €1 P(a) < Vb.bec—b€Ea

— (REPLypap,p)) Vf,aVe. ¢ €1 Rypapp(a,f) < (Vz. (p : © € a) —
ly. ¢(p, 2.y, f)) A Bz (p:z € a) ANp(p,x,c, f))

— (INDga,5)) VS. (Va. (V0. b €ra— ¢(b, f)) — ¢(a, f)) — Va. ¢(a, f)

Fig. 1. The axioms of IZFr

P:u=z|Xx. P| 0| S(P) | casenat(P,Q,z.R) [o] :=[0o] P | casenat([o],Q,z.R)

(Az. P) O — O[z := P] casenat(0,Q,z.R) — Q
casenat(S(P), @, z.R) — R[x := casenat(P, Q, z.R)]
' P :nat I'FP:nat I'FQ:¢ Lx:¢FR:¢
I'+0:nat I'+ S(P) : nat I' - casenat(P,Q,z.R) : ¢

Fig. 2. The programming language P

The theory IZF g, first introduced by Myhill [§], is a constructive counterpart
of ZF set theory in its version with Replacement. IZFp is a dependent exten-
sion of IZF . The underlying logic of IZF7 is the constructive first-order logic
extended with dependent conjunctions, dependent implications and the type of
natural numbers.

The axioms of IZFr are the same as in [9]: Empty Set, Pairing, Infinity,
Union, Power Set, €-Induction, dependent Separation and dependent Replace-
ment. They are listed in Figure 1. As usual [97], an intensional membership
relation € is used as a building block for Extensionality and Leibniz axioms.

The programming language P is a lazy lambda calculus, with natural numbers
and the recursion combinator. We summarize it in Figure 2. Our framework does
not depend heavily on the choice of P; any reasonable functional programming
language with type-theoretic semantics could be used instead.

Just as the set-theoretical layer of D makes it possible to reason about equality
of sets, its programming part makes it possible to reason about computational
equivalence of programs. We define the relation of computational equivalence as
the smallest contextually closed equivalence relation on programs containing the
reduction relation. We write P = @, if P is computationally equivalent to Q.
For example, 0 = 0, (Az. ) 0 =0 and A\y. (\z. ) 0 = \y. 0.

The most difficult part of D to state informally is the glue between the
world of programming languages and the world of sets. If the reader feels that
our presentation is too informal, we recommend skipping to Section Bl We
adopt the notation M : ¢ for the fact that M is a proof of ¢. As D is a
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dependent theory, these judgments are as integral to D as set-theoretical mem-
bership formulas A € B. We can read M : ¢ as “M is a proof of ¢’ or “M
proves ¢’

First, for any program P of type nat, there is a corresponding element of w,
which we denote by P. We define this injecting map so that 0 = @, S(P) =
P U {P} (recall that in set theory, n U {n} denotes n + 1) and so that it is a
homomorphism wrt. computational equivalence and set equality: if P = @, then
P=Q.

Second, if M : ¢ € w, then there is a corresponding program prog(M) of
type nat. This map is defined so that if M : () € w, then prog(M) = 0 and if
M : tU{t} € w, then prog(M) = S(prog(N)), where N : ¢ € w results from M
in a natural way. Finally, if M, N, O prove t € w,u € w and t = u, respectively,
then prog(M) = prog(N).

Although D might seem overwhelming at the first sight, we think these are
necessary ingredients to make D a proof-theoretically solid setting, while at the
same time a powerful programming language. Thanks to our axioms, a program-
mer can for example freely mix prog(M) terms with numbers entered by user,
as they both exist on equal grounds. We hope an implementation of D would
make an impact on bringing set theory closer to students, as it would enable
them to play and program directly with set-theoretic objects, in addition to see-
ing them as static objects in textbooks and on blackboards. The reader might
want to skim Section [ to see how D is used in mathematics, before delving into
formalities of the next section.

3 The Formal Account of D

In this section we provide more detailed presentation of D. While it is essentially
self-contained, our previous work [7] provides ample extra background on the
design of the system.

3.1 The Terms of D

The terms of D are divided into four syntactic categories, encompassing proof
terms, programs, set terms and formulas. We will generally use letters M, N, O
for proof terms, P,Q for programs, s,t,u for set terms, ¢,1,¢ for formulas
and T, S for arbitrary terms. There are three kinds of variables. The first one,
denoted by letters p, ¢, r, intuitively corresponds to the propositional implication.
We call them proof variables. The second one, denoted by letters x, vy, z, is used
in the programming language part of D. Finally, the third one, usually denoted
by letters a, b, c, intuitively corresponds to the first-order quantification. The
notation a,b. M stands for a term with its variables a,b bound. The notation T
stands for a sequence of terms. The free variables of a term M are denoted by
FV(M).

The terms of D are defined by means of an abstract grammar. The first
part of the grammar generates the proof terms. There are three groups of proof
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terms. The first group of the proof terms corresponds to the first-order logic with
dependent features:

M:=p|MN|Ap. M| inl(M) |inr(M) | fst(M) | snd(M) | (M, N) | magic(M)
case(M,p. N,p. O) | A*. M | let [*,p] =M in N | [x, M] | M | | in(P) | ax

Note that the first-order variables and set terms are not present in the proof
terms. Instead, they are replaced by *, a new symbol of the language. This is
because in set theory, the computational content of the first-order quantification
and terms is mostly nonexistent. This can be seen for example in McCarty’s
realizability definition [10] or in our erasure maps [I1J9]. We hope to investigate
this topic further in the future.

The in(P) term intuitively denotes the proof of the fact that P €; w. The ax
term denotes proofs of computational equivalences.

The second group of the proof terms corresponds to the axioms of I1ZF:

inProp(M) | inRep(M) | eqProp(M) | eqRep(M) | emptyProp(M) | emptyRep(M)
pairProp(M) | pairRep(M) | unionProp(M) | unionRep(M) | sep,, , ;. ,Prop(M)
sep, q.5.oRep(M) | powerProp(M) | powerRep(M) | omegaProp(M) | omegaRep(M)
Teplp,a,b,f.qurOp(M) | replp,a,b,f.¢Rep(M) | ind(M)

Intuitively, the Prop and Rep terms correspond to IZFr axioms. For example,
if M is a proof of t €; P(u), then powerProp(M) is a proof of ¢ C u and if
M is a proof of ¢ C u, then powerRep(M) is a proof of ¢ €; P(u). As in our
previous work [IT/9J7], we adopt the convention of using axRep and axProp
terms to tacitly mean all Rep and Prop terms, for ax being one of in, eq, empty,
pair, union, sep, power, omega and repl. With this convention in mind, we can
summarize the definition of the set-theoretic Prop and Rep terms as:

axProp(M) | axRep(M).
The third group of proof terms governs interaction between programs and sets.
inzRep(M) | inzProp(M) | insRep(M) | insProp(M) | eqpRep(M)

Roughly, the proof terms inzRep(M), inzProp(M) witness 0 being the empty
set, the proof terms insRep(M ), insProp(M) witness S(P) being the same thing
as P U{P} and eqpRep(M) is used for a computational version of the Leibniz
axiom. The type system in Section [3.3] will make these remarks precise.

Having finished describing the proof terms, we proceed to programs:

Pu=z|Xx.P|PQ|0]|S(P) | casenat(P,Q,x.R) | prog(M)

This is a simple lambda calculus with natural numbers, which can be viewed as
an extension of Godel’s system T in a version with iterator. The only new thing
is the prog(M) term. The prog(M) term intuitively for any M : ¢ € w denotes
the natural number corresponding to ¢. This intuition will be validated by the
reduction rules of P and the proof-theoretic properties of our framework. We
will not use the prog(M) terms for M which are not proofs of ¢ € w.

The third part of the grammar generates the set terms:

to=al|0 | {ti,ta} [w | PW) | | t] Spasoltt) | Rpapsoltt) | P
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The P term intuitively denotes the member of w corresponding to the program P.
The last part generates the formulas of D.

¢pu=Llnat|P=Q[terult=ultcul(p:d)=¢|(p: AP |PVY|Va. ¢|Ta. ¢

The formulas (p : ¢) — ¢ and (p : ¢) A ¢ are dependent versions of implica-
tion and conjunction. The variable p binds in ¢, which can mention p (inside of
prog(M) terms). Traditional formulas ¢ — ¥ and ¢ A ¢ are defined as abbrevi-
ations for (p: ¢) — ¢ and (p : ¢) A, where p is fresh.

There are two new atomic formulas which go beyond the dependent first-
order logic. First, the inclusion of the formula/type nat among formulas makes
it possible to use the machinery of the first-order logic to define types in P, via
the Curry-Howard correspondence principle. Second, we allow reasoning about
computational equivalence of programs by means of the formula P = @. The
proof system in Section [3.3] should shed more light on these issues.

That programs and proofs terms are separate syntactic categories in our sys-
tem is mostly a design choice. If one looked hard enough, one could find proof
terms behaving similarly to programs from a computational point of view. How-
ever, the separation makes it possible to apply our framework easily to more
complicated programming languages — it would be a simple exercise to extend
P to incorporate pairs, lists, algebraic datatypes and other features met in mod-
ern functional programming languages.

3.2 The Reduction Relation

The reduction relation, denoted by —, is deterministic and defined on proof
terms and programs. It arises from reduction rules and evaluation contexts. In
the reduction rules, we will use several proof terms corresponding to proofs of
simple set-theoretic facts. Due to the space constraints, we do not present the
full terms, but only state them as constants.

eqRefl :Va. a=a ii:Va,b.a€rb—acb zz:0=0 ss:S(P)=PU{P}

So, for example, eqRefl stands for a proof term corresponding to the proof of
Va. a = a. The term ss does not depend on P.

Now we can present the reduction rules. To avoid cluttering of the rules (and
later also proofs), from now on we adopt the convention of using the _ character
to denote the subterms which are of no interest to us and to the definition/proof
in question.

The reduction rules are designed to make the Progress and Subject Reduction
lemmas provable. The first group is standard [7] for constructive set theories:

(M. M) N—> M[p:=N] (Ax.M)+x—>M fst((M, ))— M snd({_,N))—> N
case(inl(M),p. N,p. ) — N[p:= M] case(inr(M),p. _,p. O) — Olp := M]
axProp(axRep(M)) — M ind(M) — A*. M * (A*.Az. ind(M) *)

There are two new rules governing the behavior of new proof terms:

in(0) — omegaRep(inl(zz)) in(S(P)) — omegaRep(inr([*, (in(P),ss)]))
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Furthermore, programs reduce as well, in an expected way:

(Az.P) O — O[z := P]
casenat(0,Q,z. ) — Q casenat(S(P),Q,z.R) — R[z := casenat(P, Q, z.R)]

Finally, we show the two rules governing the behavior of programs coming from
set theory:

prog(inRep([, (omegaRep(inl(_)), _)])) — 0

prog(inRep([+, (omegaRep(inr([*, (M, _))), )II)) — S(prog(M)))

We call the reduction rules specified so far atomic. To extend these rules to all
proof terms, we use the standard tool of evaluation contexts [I2]. The evaluation
contexts of P describe the call-by-need (lazy) evaluation order:

[0] ::= fst([o]) | snd([o]) | case([e], _, _) | in([o]) | axProp([e]) | [o] _ | magic([o])|[c] *
casenat([o], _, ) | prog([c]) | prog(inRep([o])) | prog(inRep([*, [0]])) |
prog(inRep([*, ([c], _)])) | prog(inRep([*, (omegaRep([o]), _)])) |
prog(inRep([*, (omegaRep(inr([c])), )])) |
prog(inRep([*, (omegaRep(inr([x, [°]])), _)]))

The reason for the large number of rules governing the behavior of prog( ) terms
is that the subterms need to be evaluated in order to reach the form allowing
the application of one of the atomic reduction rules.

We distinguish certain terms, listed below, as values.

A () [ind(_) | [ ] K, ) [ axRep(_) [ 0] S()

Definition 1. We write M | if the unique reduction sequence starting from
M terminates. We write M | v, if v is the value M terminates at. We write
M —* N if M reduces to N in some number of steps.

3.3 The Proof System of D

We now introduce the proof system for D. Contexts, denoted by I', are finite
sets of pairs (p, @), where p is a proof or program variable and ¢ is a formula.
The domain of a context I' = p1 : ¢1,...,Dn : On, denoted by dom(I), is the set
{p1,-..,pn}. The typing system is used to derive the judgments I - T : S, read
as “in environment I, T" is of type S” or as “in environment ", T proves S”.

The first group of rules corresponds to the first-order logic with dependent
implications and conjunctions.

p & dom(I") Iip:o-M:y '-M:1
I'p:okp:o¢ I'tXp. M:(p:¢) —¢ I'Fmagic(M): ¢
I'M:o¢ F'FM:(p:d)—4 I'FN:¢ I'FM:Va. o
Fas. Miva ¢ VD) I'eM N :9[p:=N] I'FMx: ¢la:=t
I'tM:¢ TFN:ypp:=M] I'FM:(p:)Aw TFM:(p: o)At

T'H(M,N):(p: ) At Ik fst(M): ¢ I'Fsnd(M) : ¢[p == fst(M)]
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I'-M:¢la:=t] 'tM:3a.¢ Ip:¢pFN:v

FEpM 306 Irletpp=MmnN:p ¢FTVEY
rFM:¢ TFM:¢  TFM:¢Ve Lp:¢FN:9 Lp:oFO:9
I'tinl(M):¢Vey 'binr(M): ¢V I' - case(M,p. N,p. O) : 9

The second group of rules corresponds to the axioms of set theory.

I'tM:¢a(t,u) I'M:terta(u)
I'taxRep(M) :t €1 ta(u) 't axProp(M): ¢a(t,u)

I't M :Ve. (Yb. b€rc— @la, f:=b,t]) — Pla, f :=c,t]
I'+ind(M) : Va. ¢[f = 1]
The third group of rules describes the typing system for the programs.
' P:nat I'-P:nat I'FQ:¢ Lzx:¢FR:¢
I'+0:nat I'+ S(P) : nat I' - casenat(P,Q,z.R) : ¢
re _:P=Q I't_:P=Q
I'rax:P=P I'ax: Q=P I'Fax:R[P]=R[Q]
I'r :P=Q I't Q=R
I'ax:P=R

R an arbitrary program

Fhax:.p=q | — @ atomic

Finally, we present the rules glueing programs and sets together.

I' = P :nat I'-M:1 I'EM:ter0
I'in(P): Perw I' - inzRep(M) : t €1 0 I' - inzProp(M) : L

I'cM:te; PU{P} I'cM:te; S(P)
I+ insRep(M) : t € S(P) I'FinsProp(M):te€; PU{P}
F'bM:iterP I't _:P=Q prMitew
I'+eqpRep(M) : t €1 Q I' - prog(M) : nat

I'FM:tew I'FN:uew I'FO:t=u
I' + ax : prog(M) = prog(N)

It is straightforward to show that D - IZF . The standard properties of proof
systems and programming languages: Inversion, Canonical Forms, Substitution
Lemma, Weakening, Subject Reduction and Progress are proved using standard
techniques, presented for example in [I2J13] and applied to set theories in [7].
Although the normalization proof does involve some interesting twists, due to
the space constraints we are forced to omit it. We prefer to give a more detailed
account of Section ] as the material presented there is much more novel and
less established. We only remark that we use realizability as a proof technique,
in a manner similar to [I4].

Theorem 1 (Normalization, ZF + Con(ZF)). If-T: S, then T |.

Corollary 1. D is consistent.
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4 Mathematics

In this section, we shall see how D brings sets and programs together and al-
lows them to interact. We will state and prove theorems using the properties
and expressive power of D. However, we prefer to think of D as one of many
possible axiomatizations of what could be termed dependent mathematics. We
hope that our theorems can stand on their own and we remain hopeful for better
axiomatizations to appear in the future.

Before we delve into proofs, let us ponder for a second about formulas in D.
The formulas are made of standard first-order and set-theoretic features, but they
can also use proof variables inside of prog(M ) terms. The same comment applies
to programs and set terms. The unconstrained usage of these proof variables,
however, does not present immediate benefits, while it significantly complicates
notation. For this reason, we introduce a notion of supported terms.

Definition 2. A term T (which might be a program, a set term or a formula)
is supported by a context I' and proof trees Tv, ..., Ty, if FV(T) C dom(I") and
if for any subterm S of T such that S = prog(M), there is i such that:

— For some t, T; is a proof tree of TUFV,(S)F M :t € w, and
— Any term U in T; is supported by I' U FVi(U) and {T4,...,Tn} \ {13},

where FV(S) is the context consisting of all free variables of S bound in T by
dependent implications and conjuctions. For example, for T = (p : ¢) A prog(p)

The weight of a supported term is the number of proof trees in its support.

Intuitively, in a supported term, all prog(M) terms are typed For terms T
supported by I' = py : ¢1,...,pn : ¢, such that the free first-order variables of
I are a, we will use the notation T(a,p : ). Note that this notation agrees
with the standard first-order logic convention, as it (informally) says that the
free variables of T are among a,p : 9.

Convention 2. From now on, all formulas, set terms and programs we use are
supported. We write (p,¢) € FV(T) if (p, ¢) is in a supporting context of T

Although we will rarely mention supporting contexts and proof trees explicitly,
the reader should always assume that they are implicitly carried around.

If (p,¢) € FV(T) (or a € FV(T)), we write T = Tp : ¢] (or T = Ta]), to
mark all occurences of p (or a) in T. We read T' = T'[p : ¢| as “T is written
as T[p : ¢|”. With this notation, T[M] denotes T[p := M| and T[t] denotes
T'a := t], respectively.

We also restrict the possible dependencies in formulas and their intensionality.
Again, the reason is that full generality does not seem to be useful and that it
is detrimental to some of the developments. The restriction amounts to allowing
only first-order dependencies and extensional terms and formulas. Formally:

! We could have as well avoided supported terms completely by incorporating the
notion into the typing system, at the price of vastly bloating proofs and the number
of proof rules. Lemma [2] could then be proved by simple induction on proof trees.



374 W. Moczydtowski

Definition 3. We call a term/formula first-order, if it does not contain any
prog(M) terms. We call a formula ¢(a,p : 1) flat, if all ¥ are first-order and if
for any subformula (p : ¢1) D b2, where @ € {A, =}, ¢1 is first-order. We call a
formula extensional, if it does not contain any €1 relational symbols. Extensional
formulas may contain computational equivalences.

Convention 3. From now on, all terms and formulas we consider are flat and
extensional.

Since D is a dependent framework, proof terms and proofs play an essential role
in the developments. There is no established tradition of presenting such develop-
ments in an informal mathematical discourse and our presentation is but a try. We
believe that as importance of dependent mathematics will grow, a well-established
discourse will evolve. For now, from the reader’s point of view, the most important
addition to the statements of set theory is a new judgment M : ¢, read as “M is
a proof of ¢” or “M proves ¢”, with its formal counterpart I" = M : ¢, where I’
implicitly contains all current assumptions and all supporting contexts.

We adopt three more convenient notational conventions. We write Va. (p : a €
b) — ¢asVp:a€b. ¢andsimilarly Ja. (p:a € b)Ap as Ip: a € b. ¢. Moreover,
since the meaning of the dependent conjunction in the world of programs is much
closer to that of the (strong) existential quantifier, we will sometimes use the
notation Xn : ¢. ¢ to stand for (n : ¢) Ap. Finally, {p: a € t | ¢} stands for the
set S such that a € S < p:a €t A ¢, existing due to the Separation axiom.

We start with the familiar Extensionality and Leibniz axioms.

Lemma 1 (Extensionality and Leibniz Axiom). Va,b. a = b < Ve. ¢ €
a < ¢ € b. Moreover, for any term t and a formula ¢:

Va,b. a =b — tlc:= a] = tlc:=1] and a="b— ¢[c:=a] — ¢[c:=1]
Proof. Just as in [9], using the assumption of extensionality of ¢, ¢ on the way.
We next prove a technical lemma of crucial importance for further developments.

Lemma 2 (Proof Irrelevance). Suppose N : W and O : W. If (p,¥) € FV (&),
then @[p := N| < ¢[p := O]. Furthermore, if (p,¢) € FV(t), then t[p := N| =
tlp := O]. Finally, if (p,¢) € FV(P), then Plp:= N| = Plp:= O].

Proof First let us write down the claim more formally. Suppose I' - N : ¥,
I' = O : ¥ and suppose I,p : ¥ is a supporting context of ¢, t and P, where
pg FV(I'). Then ' :¢[p:=N| - ¢p:=0]|, 't _:tlp:=N]=t[p:= 0]
and I' . P[p:= N] = Plp:= O].

We proceed by lexicographical induction on the pair (“the weight of 77, “the
structural complexity of T7), where T is one of ¢,t and P:

— Suppose P is prog(M). By the definition of supported programs, for some s,
I''p:¥F M :s e w. Since the weight of s is smaller than the weight of P, by
the induction hypothesis I' - : s[p := N] = s[p := O]. By the Substitution
Lemma, I'[p := N] F M[p:= N] : s[p:= N] €wand I'[p :== O] F M[p :=
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O] : sfp:=0] € w.Sincep ¢ FV(I'), ' - M[p := N] : s[p := N] € w
and I' = M[p := O] : s[p := O] € w. The following proof tree shows the
claim, where T, S and U are proof trees of I'[p:=N|-M[p:=N] : s[p:= N] €
w,Mp:=0lF Mp:=0]:s[p:=0]cwand '+ _ : s[p:= N|=s[p:= 0],
respectively.

T S U

I' - ax : prog(M|p := NJ]) = prog(M|p := O))

— For the rest of programs, the claim follows trivially, due to the definition and
properties of computational equivalence =.

— For the set terms, the claim also follows easily, due to the Leibniz axiom.

— For the formulas, the atomic cases follow easily by Extensionality and the
Leibniz Axiom. The only interesting cases are the dependent formulas.

— Suppose ¢ is (g : ¢1) — ¢2. Since ¢ is flat, ¢ is first-order, so p ¢ FV(¢1).
It is not difficult to see that I'ip : ¥, q : ¢1 supports ¢ (with the proof
tress inherited from ¢) and that the weight of ¢o stays the same, so since
@2 is structurally smaller tha ¢, by the induction hypothesis I',q : ¢; F
¢2[p ;= N| < ¢a[p := O]. Therefore we can easily derive I', _: ¢1 — ¢a[p :=
N],q: ¢1F _ : ¢a[p := O], from which the claim follows.

— Suppose ¢ is (g : ¢1) A ¢2. Just as in the previous case, it is not difficult
to see that I''p : W, q : ¢1 supports ¢ and that its weight is the same as
the weight of ¢, so by the induction hypothesis, I'q : ¢1 F _ : ¢2[p =
N] < ¢op := O]. Let I'" = I'yr : (¢ : ¢1) A ¢2[p := NJ]. By Weakening,
I q: 1 b i @alp = N] & ¢a[p := O], so by the Substitution Lemma
I galp := Nllq := fst(r)] < ¢2[p := O][q := fst(r)] .Since I'"" F fst(r) :
¢1 and I F snd(r) : ¢2[p := N][q := fst(r)], the claim easily follows. O

From now on, we work in D. In other words, all lemmas and theorems apart
from these labelled as schemas, have their formal counterparts in D.

Definition 4. P, is the canonical proof of 0 € w. Ps(n,q) is the canonical proof
of S(n) € w, given q : n € w. Formally:

Py =ii * x omegaRep(inl(eqRefl x))
Ps(n,q) =ii * * omegaRep(inr([*, (g,eqRefl *)])

Now we can derive our first truly new set-theoretical theorem: a dependent
induction principle. Roughly speaking, just as it is sufficient in standard proofs
by mathematical induction to consider only the cases for zero and successor, in
the dependent case it suffices to consider only the canonical proofs of membership
of respective sets in w.

Theorem 4 (Dependent Induction Schema). For any ¢ such that (p,n €
w) € FV(9), let ¢ = ¢[p,n]. If ¢[F,0] and Vg : n € w. ¢[g,n] — ¢[Ps(n,q),nU
{n}], then ¥p : n € w. ¢[p,n].

Proof. Consider the set A={p:n € w| dp,n]}.
First, by ¢[P,0], 0 € A. Second, take any n € A. Then there is p : n € w
such that ¢[p,n]. Therefore ¢[Ps(n,p),n U {n}]. Since Ps(n,p) : nU{n} € w,
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nU{n} € A. Thus A contains 0 and is closed under successor, so as w is the
smallest set containing 0 and closed under successor, w C A.

So take any p : n € w. Since w C A, n € A, so there is r such that r : (¢ : n €
w)A@[g, n]. Therefore fst(r) : n € wand snd(r) : ¢[fst(r), n]. By Proof Irrelevance,
o[fst(r),n] < ¢[p,n]. Therefore we also have ¢[p, n], which shows the claim.

Lemma 3 (Program schema). For all programs P,Q, if P = Q, then P = Q.

Proof. Suppose P = @ and take any A €7 P. Then A €7 @), so A € . On the
other hand, suppose A € Q. Since = is symmetric, the claim easily follows.

Lemma 4 (Program schema). For any q:n€w, prog(Ps(n, q))—*S(prog(q)).
Lemma 5. For all p:n € w, prog(p) = n.
Proof. We proceed by dependent induction.

— Case Py : § € w. We need to show prog(Py) = 0. Since prog(Fy) — 0,
prog(Py) = 0. By Lemma B prog(Py) = 0. Since zz : 0 = (), the claim
follows.

— Given p : n € w such that prog(p) = n, we need to show prog(Ps(p)) = n U
{n}. By Lemmal prog(Ps(p)) —~ S(prog(p)), so prog(Ps(p)) = S(prog(p)).
By Lemmal[3] prog(Ps(p)) =S(prog(p)). We also have S(prog(p)) = prog(p)U

{prog(p)}. Since prog(p) = n, prog(p) U {prog(p)} = nU{n}, thus the claim
follows. 0

Since D normalizes, it is easy [7] to derive the disjunction, numerical existence
and term existence properties for D. However, D offers also a much better choice
— we can state and prove the numerical existence property inside D:

Lemma 6. Va € w. (¢(a) — Xn : nat. p(n)).

Proof. Take any p : a € w such that ¢(a). Set n = prog(p). We need to show
o(prog(p)). By Lemma Bl prog(p) = a, so since we have ¢(a), the claim follows
by the Leibniz axiom.

Corollary 2 (Numerical Existence Property).
(Ja € w. ¢(a)) — Xn : nat. ¢(n)

Definition 5. For M : Ja € w. ¢(a) we define nep(M) to be the term we obtain
from Corollary [2:
nep(M) : ¥n : nat. ¢(n)

Note that Corollary [2 states exactly what the Numerical Existence Property
usually says on a metalevel: if T+ Ja € w. ¢(a), then there is a numeral n such
that T'F ¢(n). Thanks to normalization and the properties of D, we know that
fst(nep(M)) is such a numeral.

It would not be difficult to extend the system with booleans and internalize
the disjunction property in a similar way. The term existence property, however,
due to contradictions lurking around the corner [I4], does not seem to be easily
internalizable.

The Numerical Existence Property is just the beginning. We can also state
and prove program extraction meaningfully:
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Theorem 5 (Program Extraction).
(Va € wIy € w. ¢(x,y)) — Xf :nat — nat. Vq: ¢ € w. ¢(z, f prog(q))

Proof. Suppose p : Vo € wily € w. ¢(z,y). Define f as follows. f takes n : nat
and returns fst(nep(p * (ii * * in(n)))). To show correctness, take any ¢ : x € w.
We know there is y € w such that ¢(x,y). By the definition of f and properties
of nep, f prog(g) is the m : nat such that ¢(prog(q), m). Since prog(q) = z, we
also have ¢(x,m), so the claim follows.

The following version of the Axiom of Choice shows that the computation influ-
ences significantly the set-theoretic part of D. An interesting question, which we
leave open, is whether stronger forms of AC, such as Dependent Choice, could
be proved as well.

Theorem 6 (AC, ). If Vo € w3y € w. ¢(z,y) then there is a function f :
w — w such that for all x € w, ¢(z, f(x)).

Proof. Suppose p : Vo € wiy € w. ¢. Define:
n(q) = fst(nep(p  (ii * * in(prog(q))))) and f={z]3¢: 2 €cw.z=(2',n(q))}

We first show that f is a function. Take any ¢ : € w. Let y = n(q). It is easy
to see that n(q) : nat, so y € w. And obviously (z,y) € f.

Now, take any y’ such that (z,y’) € f. We need to show that y' = y. Since
(x,y') € f, we know that there is ¢’ : 2’ € w such that (z,y’) = («/,n(¢")).
Therefore, x = 2’ and y' = n(¢'). Since ¢ : € w, ¢ : ¢’ € w and z = 7/,
prog(q) = prog(q’), therefore n(q) = n(q¢’) and n(q) =n(q¢’'), soy =1y'.

Finally, take any ¢ : x € w. We need to show that ¢(x, f(z)). In other words,
that ¢(x,n(q)). This follows by Lemma[d] the Leibniz axiom and the properties
of nep.

Corollary 3. In D, Dedekind real numbers and Cauchy real numbers are the
same. Furthermore, D is stronger than IZFg, as the first part of the claim does
not hold in IZFR.

Proof. The first part of the claim follows by Proposition 3.21 in [15]. We learned
the second part of the claim by personal communication with Lubarsky; it follows
easily from the first part of the claim and results of [I6]. We were also informed
that it easily follows from results of [I7] as well.

We conclude with the program and the claim we started with.

Lemma 7. Let f = Az. casenat(x,0,y.5(y)). Then for all p : n € w, we have
f (prog(p)) = prog(p)-

Proof. We proceed by dependent induction on p : n € w. For Py : 0 € w, we
have f (prog(Py)) —* 0 and also prog(FPy) —* 0, so the claim follows. Suppose
we have the claim for ¢ : n € w. We need to show it for Pg(n,q): S(n) € w. By

Lemma Hl prog(Ps(n,q)) —* S(prog(q)), so f prog(Ps(n,q)) —* S(prog(q)).
The claim follows by reflexivity of =.
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5 Conclusion

We have presented a new foundational framework, unifying sets and programs
and showed how the combination enriches both worlds. We believe this work is
but a first step into the realm of dependent set theory. The fact that it is possible
now to clearly delineate “concrete” computational objects from their set-theoretic
counterparts, yet allow them to interact in a unified setting, raises numerous inter-
esting questions. For example, how exactly does tinkering with the programming
language and its type system influence set theory? How far inside the realm of sets
can we go to discover the computational content hiding in the proofs?

A more concrete question concerns the formulation of D. We first proved the
normalization theorem for D and later restricted the system for the purpose of
dependent mathematics. While this approach allowed us to prove the normal-
ization theorem for a much stronger system, it would likely be an obstacle to
implementing D. Is there a nicer formulation of the restricted part of D?

We are hopeful to see answers to these questions.

5.1 Related Work

Dependent type theories, dating back to deBruijn’s Automath, implemented in
many systems [3I2JI8], are a foundational setting which also integrates logic
with programs. Nuprl [2], in particular, is close to our D, since its programming
language is defined before the logic and can be extended freely.

[14] presents a dependent set theory IZF p, resulting by extending IZF p with
dependent implications, conjuctions and restricted X-types. IZF p does not have
nice proof-theoretic properties, such as Subject Reduction, and it does not sup-
port the post-construction-verification paradigm. It also does not have the Nu-
merical Existence Property, not to mention capability to internalize it.

Howe [I9] combines a programming language with set theory to provide a
model for extensions of Nuprl. He does not provide a formal system to axiomatize
his model. Map theory [20] integrates programs and sets in a setting stronger
than ZFC. Since it does not have a nice axiomatization from the proof-theoretical
point of view, it does not support the correct-by-construction paradigm.

Constructive set theories have also been interpreted in computational frame-
works such as type theory [2I] and deduction modulo [22]. [23124] investigate
linear set theories. These investigations share the foundational character of our
work. Their goals and results are different from ours, however.

We are grateful to anonymous reviewers for their helpful comments.

References

1. Gordon, M., Melham, T.: Introduction to HOL: A Theorem Proving Environment
for Higher-Order Logic. Cambridge University Press, Cambridge (1993)

2. Constable, R.L.: The structure of Nuprl’s type theory. In: Logic of Computation.
Series F: Computer and Systems Sciences, vol. 157, pp. 123-156. Springer, Heidel-
berg (1997)



10.

11.

12.
13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.
24.

Unifying Sets and Programs via Dependent Types 379

The Coq Development Team: The Coq Proof Assistant Reference Manual — Version
V8.0 (2004)

Benl, H., Berger, U., Schwichtenberg, H., et al.: Proof theory at work: Program
development in the Minlog system. In: Bibel, W., Schmitt, P.G. (eds.) Automated
Deduction, vol. 11, pp. 41-71. Kluwer, Dordrecht (1998)

. Abrial, J.R.: The B-book: assigning programs to meanings. Cambridge University

Press, New York (1996)

Constable, R., Moczydlowski, W.: Extracting Programs from Constructive HOL
Proofs via IZF Set-Theoretic Semantics. In: Furbach, U., Shankar, N. (eds.) IJCAR
2006. LNCS, vol. 4130, pp. 162-176. Springer, Heidelberg (2006)

Moczydlowski, W.: Investigations on Sets and Types. Ph.D thesis, Cornell Univer-
sity (2007)

Myhill, J.: Some properties of intuitionistic Zermelo-Fraenkel set theory. In: Cam-
bridge Summer School in Mathematical Logic, vol. 29, pp. 206-231. Springer, Hei-
delberg (1973)

Moczydtowski, W.: A Normalizing Intuitionistic Set Theory with Inaccessible Sets.
Logical Methods in Computer Science 3 (2007)

McCarty, D.: Realizability and Recursive Mathematics. D.Phil. Thesis, University
of Oxford (1984)

Moczydtowski, W.: Normalization of IZF with Replacement. In: Esik, Z. (ed.) CSL
2006. LNCS, vol. 4207, pp. 516-530. Springer, Heidelberg (2006)

Pierce, B.C.: Types and Programming Languages. MIT Press, Cambridge (2002)
Sgrensen, M., Urzyczyn, P.: Lectures on the Curry-Howard Isomorphism. Elsevier,
Amsterdam (2006)

Moczydlowski, W.: A Dependent Set Theory. In: Proceedings of LICS 2007, pp.
23-34. IEEE Computer Society Press, Los Alamitos (2007)

Aczel, P., Rathjen, M.: Notes on constructive set theory. Technical Report 40,
Institut Mittag-Leffler (The Royal Swedish Academy of Sciences) (2000/2001)
Lubarsky, R.S.: On the Cauchy Completeness of the Constructive Cauchy Reals.
Electron. Notes Theor. Comput. Sci. 167, 225-254 (2007)

Fourman, M.P., Hyland, J.: Sheaf models for analysis. In: Applications of Sheaves,
pp. 280-301. Springer, Heidelberg (1979)

Pollack, R.: The Theory of LEGO:A Proof Checker for the Extended Calculus
of Constructions. Ph.D thesis, Department of Computer Science, University of
Edinburgh (1995)

Howe, D.J., Stoller, S.D.: An Operational Approach to Combining Classical Set
Theory and Functional Programming Languages. In: Hagiya, M., Mitchell, J.C.
(eds.) TACS 1994. LNCS, vol. 789, pp. 36-55. Springer, Heidelberg (1994)

Grue, K.: Map theory. Theor. Comput. Sci. 102(1), 1-133 (1992)

Aczel, P.: The type theoretic interpretation of constructive set theory. In: Logic
Colloquium 1977, pp. 55-66. North Holland, Amsterdam (1978)

Dowek, G., Miquel, A.: Cut elimination for Zermelo’s set theory (2006);
Manuscript, available from the web pages of the authors

Shirahata, M.: Linear Set Theory. Ph.D thesis, Stanford University (1994)

Terui, K.: Light affine set theory: A naive set theory of polynomial time. Studia
Logica 77(1), 9-40 (2004)



Product-Free Lambek Calculus Is NP-Complete

Yury Savateev*

Department of Mathematical Logic, Faculty of Mechanics and Mathematics,
Moscow State University, Moscow, 119991, Russia

Abstract. In this paper we prove that the derivability problems for
product-free Lambek calculus and product-free Lambek calculus allowing
empty premises are NP-complete. Also we introduce a new derivability
characterization for these calculi.

Introduction

Lambek calculus L was first introduced in [4]. It can be used for describing natu-
ral language syntax and for specifying formal languages (sets of finite words over
a finite alphabet). This is done in the framework of categorial grammars, where
all language-specific information is put in a lexicon and the derivation rules are
the same for all languages. Therefore, the derivability problem (whether or not
a given sequent is derivable) for Lambek calculus is important for applications.
The expressive power of Lambek categorial grammars equals that of context-free
grammars (see [6]).

Lambek calculus uses syntactic types that are built from primitive types using
three binary connectives: multiplication, left division, and right division. Natu-
ral fragments of Lambek calculus are the product-free Lambek calculus L(\, /),
which does not use multiplication, and the unidirectional Lambek calculi, which
have only one connective left: a division (left or right). Categorial grammars
based on these fragments have the same expressive power as grammars based on
the full version (the equivalence of unidirectional Lambek categorial grammars
and context-free grammars was proved in [2]).

For the non-associative variant of Lambek calculus the derivability can be
checked in polynomial time as shown in [3] (for the product-free fragment of the
non-associative Lambek calculus this was proved already in [I]).

In [5] NP-completeness was proved for the derivability problem for full asso-
ciative Lambek calculus. In [7] there was presented a polynomial algorithm for
its unidirectional fragments.

We show that the classical satisfiability problem SAT is polynomial time
reducible to the L(\, /)-derivability problem and thus L(\, /) is NP-complete.

* This research was supported in part by the Russian Foundation for Basic Research
grant 08-01-00399.
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1 Product-Free Lambek Calculus

Product-free Lambek calculus L(\,/) can be constructed as follows. Let P =
{po,p1,-..} be a countable set of what we call primitive types. Let Tp be the
set of types constructed from primitive types with two binary connectives /, \.
We will denote primitive types by small letters (p, ¢, r,...) and types by capital
letters (A, B, C,...). By capital greek letters (II, I', A,...) we will denote finite
(possibly empty) sequences of types. Expressions like IT — A, where IT is not
empty, are called sequents.
Axioms and rules of L(\, /):

A— A, I'oA — A (CUT),
A — B ¢ —-A I'BA—-C
= /4 T rB/aes—c V)
All —- B (= \), d— A FBA—>C'(\_))7

I — (A\B) I'e¢(A\B)A — C

(Here I and A can be empty.)

In this paper we will consider two calculi — L(\,/) and L*(\,/), called
product-free Lambek calculus allowing empty premises. In L*(\, /) we allow the
antecedent of a sequent to be empty.

It can be shown that in these calculi every derivable sequent has a cut-
free derivation where all instances of the axiom are of the form p — p where
peP.

2 Reduction from SAT

Let ¢ A ... A ¢y, be a Boolean formula in conjunctive normal form with clauses
c1...c, and variables xy ...x,. The reduction maps the formula to a sequent,
which is derivable in L(\, /) (and in L*(\, /)) if and only if the formula ci A. . .Acp,
is satisfiable.

For any Boolean variable x; let —gx; stand for the literal —z; and —;x; stand
for the literal x;.

Note that (t1,...,t,) € {0,1}" is a satisfying assignment for the Boolean
formula ¢; A ... A ¢y, if and only if for every j < m there exists ¢ < n such
that the literal —,x; appears in the clause ¢; (as usual, 1 stands for “true” and
0 stands for “false”).

Let pl,q],al,bl,cl,dl;0<i<n,0<j<m be distinct primitive types from P.

3970 0 g
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We define the following families of types:

G = (p\p?)
G = (g /(@\p)\G'~)\p},
G=agm"
A = (a\p})
Al = (ql /((b]\a])\AT)\p!
Ay = AT
CY = ()\py)
C7 = (gl /(dE\\CI™ )\
Ci=Cm
E?(t) = p?—l
Bi(t) = q! / (((qzﬁ;/ Ej _1(15))\1?371)\19? fl)y if —4x; appears in c;
T (@ /(BT )\ )\ply,  if ua; does not appear in c;
(t) = (B (t)\p)
Fi(t) = F™(t)
HY = p?_\p!
H] = ((q]_/ (@} /H))\pl_)\p!
BZQ = a?
Bl =q_/((b]/BI" \a))\pi2y)
B; = B"\p{"4
DY =¢?
DI = ql_ /(& /DI N\e)\plZ1)
D; = D{"\p{" ;.

Let II; denote the following sequences of types:
Theorem 1. The following statements are equivalent:

1. et N... New is satisfiable.
2. L\, +rI...1I, - G
3. L*(\,/)-1I...II, — G.

This theorem will be proven in section [l
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3 Derivability Characterization

Let At be the set of atoms or primitive types with superscripts, {p(i) lpeP,ic
Z}. Let FS be the free monoid (the set of all finite strings) generated by elements
of At. We will denote elements of FS by A, B, C and so on, by € we will denote
the empty string.

Consider two mappings:

t:FS — P, t(ApD) =p; d:FS— Z,d(Ap?) = i.

Let A C B denote that A is a strict prefix of B (i.e. there is C # ¢ € FS such
that B = AC). We will denote such C as A\B. By A C B we will denote that
either A C B or A = B. We can define in the usual way the following notions:
mine, maxe, inf-, supc, [A,B]-, and (A, B]-.

For A € FS,A # ¢ let Py = {B | B C A,B # ¢}. The relation C is a total
order on Py.

Let a be a partial function on Py. For each such function we can define the
following:

B<,C&3dn>1,a"B)=C,
B<,Ce&B<,CVvB=C,
iz (B) = min(B, a(B)),
pé (B) = max(B, o(B)),
Fa(B) = {C | C<a B}a
Ve (B) = inf(Fa (B)).

Vq (B) = sup(Fa(B)).

C

Consider two antiendomorphisms (-) and (-)~ on FS defined by

)™ =p, )7 =pW,
(p9) = (p9)~ = pt=i=29mD) for § £ 0.
(A function f: X — X is an antiendomorphism if Va,b € X, f(ab) = f(b) f(a).
In a free monoid it can be defined by its actions on the generators).

Consider [-]: Tp — FS, a mapping from Lambek types to elements of the free
monoid defined by

[p] =2, [(A/B)]=[BI"[A], [(A\B)] = [BIIA]".

Let us define ¢ — the partial function on Ppuj that reflects the structure of
the Lambek type A:

(&) = {infE{IBS | ACB,|dB)| = [d(A)| -1}, ifd(A) >0;

d(A) — 1}, if d(A) < 0.

|
sup. {B | B T A, |d(B)|

It can be easily shown that the following facts hold:
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There is a unique Ay € P4y such that d(Ag) = 0.

©(A) is defined for every A # Ayg.

<, is a partial order on Pp4].

For every i € N such that ¢ < |d(A)| there exists B such that |d(B)| = ¢ and
A <, B, for instance A <, Ay.

5. If A € [u, (B), uf (B)]c, then A < ¢(B).

Suppose A, B € Pp4]. There exists C € Ppuy such that A <, C, B <, C, and for
all C" € Ppap such that A <, C" and A <, €', C <, €. Such C is called the
p-join of A and B.

A set G C Py is called p-closed if there is no A ¢ G such that ¢(A) € G.

Let Na ={B € Py |dB)=2i+1,i € Z}.

Suppose we have a Lambek sequent A; ... A, — B. Let

W= [(...(B/A)/ .. )/ Ax] = [ ™ ... [A][B].

Let 7 be a function on Py, and 1 be a partial function defined by

_ m(A), if A € Nw;
v(A) = {@(A), if A ¢ Ny and d(A) # 0.

Ll Y

To characterize derivability of the sequent A; ... A, — B we shall use the fol-
lowing conditions, which we call proof conditions.

1. If A € Ny, then 7(A) ¢ Ny and 72(A) = A for all A € Py.

2. t(m(A)) = L(A).

3.tz (A) Tz (B) = pf (A) T pz (B) V pt (B) T pif (A).

4. A e Nyw = A <y ¢(A) or equivalently VA € Py, F,(A) C Fy(A).
5. A¢NwAA#A— IBB <, AAB £, A).

We will call G C Pw m-closed if for all A € G, w(A) € G. It is readily seen that if
7 satisfies proof conditions (1) and (3), then for every A € Ny, [u; (A), pt(A)]c
and Pw \ [, (A), uf (A)]- are m-closed. If 7 satisfies proof conditions (1) and
(2), then G cannot be 7-closed if for given p € P there are odd number of A € G
such that t(A) = p.

Lemma 1. If 7 satifies proof condition (4), then <y is a partial order on Pyy.

Proof. Reflexivity and transitivity directly follow from the definition of <.
Now lets prove antisymmetry. Suppose that there are B,C € Pw such that
B <y C and C <, B. If B  C then there is i > 0 such that ¢*(B) = B and thus
for all j > 0, ¥7(B) is defined.
If 7 satisfy proof condition (4) then if A <, B then A <, B. There is Ay € Pw
such that d(Ap) = 0, and for all A € Pyw, A <, Ag. This means that B <, A
and thus B <, Ag. The function 1 is not defined on Ay. Contradiction.

Lemma 2. L*(\,/) - Ay ... A, — B if and only if there exists w satisfying
proof conditions (1)-(4).

L(\,/) b A1... A, — B if and only if n > 0 and there exists ™ satisfying
proof conditions (1)-(5).
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Proof. Suppose that L()(\, /) F A; ... A, — B. Induction on the length of the
derivation.

If the sequent is of the form p — p, then W = plp®, Py = {p',p'p°}, Nw =
{p'} and 7 such that 7(p*) = p'p® and 7(p'p") = p! satisfies all necessary proof
conditions.

Suppose that the last step in the derivation of A; ... A,, — B was an applica-
tion of the rule (— /). Then B = (C/D), L®)(\,/) F A;...A,D — C and for
Pyyr, where W = [A1]7 ... [A.] T [D] " [C] there exists n" satisfying all neces-
sary proof conditions. But in this case W = W’, and therefore this ©’ works for
the sequent A; ... A, — B too.

Suppose that the last step in the derivation of A; ... A, — B was an appli-
cation of the rule (— \). Then B = (C\D), W = [A:]" ... [A.]”[D]IC],
L*)(\,/)F CA; ... A, — D, and by induction hypothesis for Py, where

W =[C][A] ™ - [4a][D]
there exists 7’ satisfying all necessary proof conditions. Consider

[A]7 .. [A ] [DI(A~ ), ifAC[C]7;

ﬂPWHPWMM:{wr\& if [C]~ C A.

Let m(A) = B(7'(871(A))). Such 7 satisfies all necessary proof conditions.
Suppose that the last step in the derivation of A;... A, — B was an appli-
cation of the rule (/ —). Then A; ... A, — B is of the form

so that L)(\,/)F C1...C; — C and L®)(\, /) F Dy ... Dy, — D.
Consider W' = [C1] ™ ... [C]]”[C] and W’ = [D1]~ ... [Dk]”[D]. By in-
duction hypothesis there are 7/ and 7’/ — functions on Py and Py~ respectively,

satisfying all necessary proof conditions.
Let C=[C1]~ ... [Ci]~ and D = [D1]~ ... [Dx] . Consider

A Jif AT C
C([D]~)"D(CNA) ,if CC A;
C([D]")"A ,if AT D;
C(DNA)")~ L if DT A;

B (B-1(A)) ,if AT Cor C([D]~)"DC A;
g (x"(B"~1(A) ,if CC ACC([D]7)"D; '

B': Pwr — Pw, 5 (A) = {
and 8": Pyr — Pw, " (A) = {

Let w(A) = {

Such 7 satisfies all necessary proof conditions.
Suppose that the last step in the derivation of A;... A, — B was an appli-
cation of the rule (\ —). Then A4; ... A, — B is of the form

Cl ~-~Ci—1D1 Dk(D\CZ)Ol — C
so that L®)(\, /) F Cy...C; — C and L®(\, /) F Dy ... Dy, — D.
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Comnsider W' = [C1]™ ... [C]][C] and W’ = [D1]™ ... [Dr]”[DP]- By in-
duction hypothesis there are 7’ and 7’/ — functions on Py and Pw respectively,

satisfying all necessary proof conditions.
Let C=[Ci]~ ... [Ciza]~ and D = [D1]~ ... [Dx] . Consider

/. N / o A ,if A CC;
B Por = P, B(A) = {(CD([[D]]“)*((C\A) JifC T A;
CA ,if A C Dy
CD((D\A)")~ ,ifDCA;
ﬂ’(w’(ﬂ’_l(A))) ,if AC Cor (CD([[D]]‘_)—) C A;
g’ (x"(B"~*(A))) ,ifCc ACCD([D]);

and 8" : Pyr — Pw, 8"(A) = {

Let m(A) = {

Such 7 satisfies all necessary proof conditions.

Thus we proved one side of the lemma.

Now suppose that for the given sequent A; ... A, — B, for Py there exists 7
satisfying proof conditions (1)-(4).

Induction on total number of connectives in the sequent.

If there are no connectives, the sequent is of the form p;...p, — ¢ and
W = pgl) .. .pS)q@). The function 7 satisfies proof condition (1), thus |[Ny| =
|Pw \ Naw|. This means that n = 1. So Py = {p'", p{V¢@} and Ny = {p\V}.
The function 7 satisfies proof condition (2), therefore p; = ¢, and the sequent is
an axiom.

If B = (C/D), then the sequent 4; ... A, D — C has less connectives then the
original sequent, but [A1] 7 ...[A.] 7 [D]”[C] = W, and therefore 7 satisfies
all necessary proof conditions for the new sequent. By inductional hypothesis
this means that L*(\,/) - 41 ... A, D — C and by applying the rule (— /) we
get L*(\, /) A;... A, — B.

If B = (C\D), then the sequent CA; ... A, — D has less connectives then
the original sequent.

Let W = [C]~[A1] " ... [An][D]. Consider

[A]~ ... [A[DJ(A~ )= L ifAC[C];

B+ Por — P, BA) = {[[C]]*\A G [C] T A

Let 7/(A) = 871 (m(B(A))). Such 7’ satisfies all necessary proof conditions. By in-
duction hypothesis this means that L*(\, /) F CA; ... A,, — D, and by applying
the rule (— \) we get L*(\,/)F 41... 4,, — B.

Now we can only consider sequents of the form A; ... A, — p. This means
theat W = [A;]~ ... [4.]”p®. Let A; = m(W). Since 7 satisfies proof con-
dition (4) and v is not defined on W, (A1) = W. Therefore d(A;) = 1. Let
Ay =[A]7 .. [Aisa] A"
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Suppose that A; = (C/D). This means that [A4;]~ = [C]~([D] ). There

exists a unique Dy € Ppy such that d(Dg) = 0. Consider
Ay =[A]7 . [Aia]T[C] (D)™ € Pw.

d(As) = =2, p(Ay) = Ay, ¥?(Ay) = W, and there is no B € Py such that
Ay C B and p(B) = A;.

Also Fy(A2) = [v, (AQ)J/;[(AQ)]E. Let us prove this statement. Consider
B € [y, (A)7V$(A)]E,B # Ag. There exists C € Fy(Ag) such that B C C and
Y(C) EB. If C € Pw \ Ny, then B € [u (C), u5 (C)]c, and thus B <, ¢(C) <y,
A2 If C € Py, then 7(B) € [u; (C), i (C)]= C v, (A), V;Z(A)]E. Since B <y A1,
this means that B <, As.

Let 1/$(A2) =[A1]~ ... [A]~. Consider

W = [A” . [A ] ICT [Aa] ™ - [A] 7 p©

and W’ = [Ai1]7 ... [A][D]. Let C = [A1] ... [Aica] T [C]~ and D =
[Ait1]~ ... [A] . Consider

A if A CC;
B Py — Pw, (A) = { =

C([D]~)"D(C\A) ,ifCC A;’

(IDI7)~A i ACD;

" - /7 _ C
and 8" : Py Pw, 3" (A) = {(C((]D)\A)H)H LifD C A ’

Functions 7/ = B/~ 'n/3 and 7" = 3"~ 'xw3" satisfy all necessary proof condi-
tions. By induction hypothesis this means that
L*(\, )FA;... A 1CA11... Ay —p
and L*(\, /) F Ait1... 4, — D. By applying the rule (/ —) we get
L*(\,/)F A;... A, —p.

Suppose that A; = (D\C). This means that [A4;]~ = ([D]~)"[C] . There
exists a unique Dy € Pppy such that d(Dg) = 0. Consider

Ay = [[A1]]—> . [[AZ,1]]_>(DE)_)—> € Pw.

d(As) = 2, p(Ay) = Ay, ¥?(Ag) = W, and there is no B € Py such that
B C— Ay and ¢(B) = A;. Like in previous case we can say that Fy(As) =
vy (A2), v (A2)]c.
Let v (Ag) = [A1] 7 ... [Ai]~¢Y) for some ¢'9) € At. Consider
W = [A]” .. [A]TICT " [Aisa] ™ - [4n] P

and W’ = [A;1]~ ... [Ai—1]~[D].
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Let C=[A:i]~...[A]~ and D = [A;41]~ ... [Ai—1] . Consider
A JifAC G
CD([D]7)7(C\A) ,ifCCA;’

CA Lif AT Dy
CD((DNA)=)~ ,ifDCA;’

B Pw — Pw, B (A) = {

and " : Pyr — Pw, 8" (A) =

Functions 7/ = B/~ 'n/3 and 7" = 3"~ 'xw3" satisfy all necessary proof condi-
tions. By induction hypothesis this means that

L*(\v/) }_AlAlCAH_lAn —p
and L*(\, /) F Ai41... Ai—1 — D. By applying the rule (\ —) we get
L*(\7/) FA...A, — p.

Thus we fully proved the lemma for L*(\, /).

Suppose we have 7 that satisfies proof conditions (1)-(5). We already proved
that L*(\, /) - 41 ... A, — B. The construction given provides us with possible
last step of the derivation. Hence we can construct a derivation. If 7 satisfies proof
condition (5) this means that there will be no Ag such that Fy(A2) = F,(Ag),
and thus there will be no steps in derivation that require sequents of the form
— A. Thus L(\,/)F A1 ... 4, — B.

The lemma is fully proven.

Lemma 3. Suppose we have two sequents A;... A, — B and C1...Cy, — D,
and L*(\, /) - A;... A, — B.

Let W = [A1] 7~ ... [Ax][B] and W' = [C1]~ ... [CWw] " [D]. Suppose that
there is a mapping B: Pyw — Pw such that the following holds:

1. [ is injective,
2. For all A € Py, t(B(A)) = t(A), d(B(A)) = d(A),
3. For all A|B € Py, A C B if and only if B(A) C B(B).

Let G = {A € Py | -3B € Pw, B(B) = A}. If G is w-closed and ¢-closed, then
L*(\,/)-C1...C, — D.

Proof. Let ¢' be ¢ for Py. Since G is @-closed, for all A € Py, ¢'(A) =
B71(p(B(A))). Since G is m-closed, 7’ defined as 3~ 173 is defined on all Py and
satisfies proof conditions (1)-(4). Therefore by lemma

L*(\,/)F C1...Cp — D.

Lemma 4. Suppose A € Ny and B is the p-join of A and 7(A). If w satisfies
proof conditions (1)-(4), then B & Ny.

Proof. Suppose that B; € Ny. There is B; such that A <, B; and p(B;) = B.
There is By such that 7(A) <y B2 and ¢(Bs) = B. This means that A <, B
and m(A) <, By and since ¥(A) = 7(A), either By <y By or By <y B;. But
since (B1) = (B2) = B, we get B <, B. Contradiction.
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4 Proof of the Main Theorem

Consider W = [F1(t1)]~ ... [En(t2)]  [G]-

If a primitive type occurs in the sequent Fy(t1)...F,(t,) — ‘G it occurs
exactly twice. Let P/* be the element of Aiy such that ¢(P!T) = p/ and P/~ be
the element of Py \ Ny such that ¢(P/7) = p/. In the same way we define Q7"
and Q7.

The function 7 can only satisfy proof conditions (1) and (2) if for every 7 and

7(PYT) =P and 7(Q!T) = Q7. If it is so then 7 satisfies proof conditions
(3) and (5).

The following facts hold:

1. d(P"7)=0.

2. If =, 2; does not appear in clause ¢;, then @3 (P ') =2 (Q! ") =p(Q!F)) =
P,

3. If =, x; appears in clause ¢;, then ¢®(Q7T)) = Q?(P!~)) = P/ ') = QJ™.

4. 04Q)) =P (BT) = (B = (@) = P%‘-

Lemma 5. For every 0 <i<n and j >0, P/7'" <, Q™.
Proof. For i = n this is true, because
VP = men (BT = mp(P)T1T) = (@) = Q)
Now suppose that for all i’ > 7 this was already proven. There are four possibilities:

1. If 1.4, Tit1 does not appear in clauses ¢; -1 and ¢;, then PP = IP’{_HH,
1+ j— j—1+ j—
¢2( Z+1) Qg and Perl <y @g+1. Thus Pz <y @3 .

2. If —, w54 does not appear in the clause c;_1, but appears in c;, then

I(PT) = mom(PI ) = mp(P ) = (@) = Q.
3. If =, ,x;11 appears in the clause c¢;_1, but does not appear in c;, then

j—1 2 j— j—1 1 2
¢2(P] +) = P3+1+a ¢2( z+1) = Qf > <P(Q§+1+) = PZH*, MHJr <y
QF1 7, and PI Y <y Q. Thus B <, Q) 4

4. If =, wi1 appears in both clauses ¢;_; and c;, then wQ(P§f1+) P2,
¢2(Qz+1 )= Qg and IP)g-~-12+ <y Qz+1 Thus Pgil+ <y Q.
Lemma 6. For every 0 <i <n and j > 0, Q{Jr <y IP’T.
Proof. For ¢ = 0 this is true, because
V2 (Q7) = mem(Q)") = mp(Qp ) = 7(Py") =Py
Now suppose that for all i’ < 7 this was already proven. There are four possibilities:

1. If —;,x; does not appear in clauses ¢j+1 and ¢j, then wz(@]Jr) (@Z 15
Y2(PI7) =P and QI <, PIT,. Thus Q)1 <, PI™
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2. If =, z; does not appear in the clause ¢j41, but appears in ¢;, then ¢3((@{+) =
mon(Q)T) = mp(Q}7) = w(P]T) =P A
3. If -, z; appears in the clause ¢;4 1, but does not appear in ¢;, then ¢?(Q! ") =
j+ j+1— j— j+ i+1+ it j 1
@2717 ¢2(P571 ) = Pﬁ K @(P?q) = @371 ) ngl <y ngh and Qﬁﬁ <y
P/ Thus Q)F <, PI™. | |
4. TIf =, x; appears in both clauses ¢j41 and ¢;, then 2(Q!T) = QT
S S o L , /-
P2(PIT) =PI, and Q1) <y PJT T Thus Q)7 <y P

From lemmas[5 and B we can conclude that if i > 0 and j < j" then P! <, IP’{J”.
Lemma 7. Ifi <i', then PIt <, P/

Zi+1 appears in clause ¢;, then LZJ2(IP’{+) = IP’{_;H and ]P’{_:lpr <4

Proof. If =,
P{Il. If =, ,, @41 appears in clause ¢ji1, then wA(IP’fH_)A: PIf and PI7 <y
P/*'. If neither of this is the case, then ¢?(P!*) = P/f,. This means that

PJT <, PIF, and thus PJT <, PIT.

Lemma 8. (t1,...,t,) is a satisfying assignment for c1 A ... A ¢y, if and only
if L*(\,/) F Fi(t1) ... Fu(tn) — G and if and only if

LN\,/)F Fi(t1) ... Fp(tn) — G.

Proof. Suppose that (t1,...,t,) is a satisfying assignment for ¢; A ... A ¢p,. In
view of lemmas [Bl and [ the only members of Ny for which we have not proved
that 7 satisfies proof condition (4) are P}*.

We now prove that for every j, PiT <, @(PiT) = PJ~'~. There exist i
such that —;,z; appears in clause ¢;. This means that »(P/~) = P!~'" and by
lemma [ PIT <, P/T and P/ < Pi-1. Thus PIT <, o(PIT) =PI~ and
by lemma [2 we can now say that L*(\, /) F Fi(t1) ... F,(tn) — G.

Suppose that (t1,...,t,) is not a satisfying assignment for ¢y A...A¢y,. There
exists j such that no —,x; appear in clause c;. This means that for ¢ < n,
YQIT) = QT w(Pi1T) = QiF, and ¢(Q)7) = Bt Thus P41- <, PiT.
This means that 7 cannot satisfy proof condition (4). Thus by lemma [Tl we have

L*(\, /) ¥ Fi(t1) ... Fu(tn) — G.

Since 7 satisfies proof condition (5),
L\\,/)F Fi(t1)...Fo(tn) = G<L*(\,/) F Fi(t1)... F(t,) — G
and thus the lemma is fully proven.

Lemma 9. If L(\,/) v IT — A and II' — A’ is the result of changing all
instances of primitive type p to primitive type q, then L(\, /) II' — A’.

Proof. If we change p to ¢ throughout the derivation of IT — A, we will get the
derivation of IT" — A’.
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Lemma 10.

L(\,/) FH; — Bi\A;,
L(\,/) FH; — D\C,
L(\,/) FFi(1) — B\A,
L(\,/) FFi(0) — D\C.

Proof. Consider boolean formula (x1 V xa) Axy A ... Axy.
- ~ -
m clauses
Let F{(1)F5(0) — G’ be the sequent constructed for this formula. By Lemmal§]

we can say that L(\, /) = F{(1)F3(0 ) -G
By changing p? to af, ¢} to b?, pl to p!_,, ¢ to ¢/_,, p} to p!, and ¢} to ¢,
we get B;H; — A;. By Lemmalthls means that L(\, /) - B;H; — A;.
Therefore L(\, / ) Hy — Bi\A;.
By changing p?, to ¢!, ¢ to &2, pJ to p!_,, ¢} to ¢/_,, p} to p!, and ¢} to ¢,
we get D;H; — C;. By Lemmalthls means that L(\, /) + D;H; — C;.
Therefore L(\, /) F H; — D;\C;.
Consider boolean formula ¢j A ... A}, where

, (x1V x2), if literal —1x; appears in ¢,
G = - , .
1, if literal —12; doesn’t appear in c;

Let F{(1)F5(1) — G’ be the sequent constructed for this formula. By Lemmal§]
we can say that L(\, /) - F{(1)F3(1 ) -G

By changing p) to o/, ¢} to b?, pl to pl_,, ¢} to ¢/_,, p} to p!, and ¢} to ¢,
we get B; F;(1) — A;. By Lemmalthls means that L(\, /) - B;F;(1) — A;.

Therefore L(\, /) F F;(1) — B;\ A;.

Consider boolean formula ¢} A ... A ¢}, where

, (x1V x2), if literal —gx; appears in ¢,
G = - , .
1, if literal —gx; doesn’t appear in c;

Let F{(1)F5(1) — G’ be the sequent constructed for this formula. By Lemmal§]
we can say that L(\, /) = F{(1)F3(1 ) -G

By changing p? to ¢/, ¢ to &2, pJ to p!_,, ¢} to ¢/_,, p} to p, and ¢} to ¢,
we get D;F;(0) — C;. By Lemmal @l this means that L(\, /) + D;F;(0) — C;.

Therefore L(\, /) - F;(0) — D;\C;.

Lemma 11. L(\,/) F II; — F;(t;), where t; € {0,1}.
Proof. Using Lemma [I0 we get

F( )/(B \A) (D \C)\F( ) — F;(0) (/=)
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and
Hy — B\A; Fi(1) — Di\C;
Fi(0)/(B\A;)H; — D;\C; V=) F;(1) — F;(1)
Fi(0)/(B\A:) Hi(DA\C)\Fi(1) — Fi(1) (=)

Thus L(\, /) - II; — F;(0) and L(\, /) - II; — F;(1).
Lemma 12. Ifthe formulaciA...Acy, is satifiable, thenL(\, /) F II; ... II,, — G.

Proof. Suppose (t1,...,t,) is a satisfying assignment for ¢; A...Acp,. According
to LemmaRIL(\,/) F Fi(t1) ... Fu(tn) — G. Now we apply Lemma [I1] and the
cut rule n times.

Suppose L*(\, /) F II; ... II,, — G. Consider

W = [F1(0)/(B\A)] " [H:] 7 [(D:\C)\Fr ()] ...
o [FR(0)/(Bu\AR)] T [HR] [(Dn\Cu)\Fr (1)] T [G]

By Lemma [2 for Py there exists 7 satisfying proof conditions (1)-(4).
Consider the following abbreviations:

F; = [F1(0)/(B\AD] ™~ [HL~ [(DA\CO\NA Q)] ™ . [F(0)]
Ay =F([A]7)~
B, = Ai(([B:i]7) ™)~
H; = B, [H;]™
Ci =H,([C:]7)™
D; = Ci(([D:)7)7)™
F; = Di[F;(1)]™
Lemma 13. IfL*(\,/)F II1 .. . IL;Fi11(tiv1) . .. Fi(tn) — G, then there is t; €
Proof. Consider W' = FIW” where W = [Fy41(tiv1)]™ - - [Fn(t2)] 7 [G]- By
Lemma [l for Py there exists 7 satisfying proof conditions (1)-(5).
Let W) = F!_,[F;(0)]~W” and W) = F!_, [F,(1)]~W".
For each j there are only two elements of Py such that t(A) = aj, two
elements such that {(A) = b;, two elements such that ¢(A) = ¢, and two elements
such that t(A) = dJ. This means that these pairs of elements are 7-closed.

For each j there are six elements of Py such that t(A) = p?. Let us denote
them by Pq,...,[Ps so that P; C ... C Pg. The following holds:

F! CP,CFCP,CACBCPsCH,CP,CEC,CDcPs CF C P

{P1,...,Pg} is m-closed. Py, P3,P5 € Nyy. [P1,Po]c,[P3,Pg]c, and [Py, Ps]
cannot be m-closed, therefore there are only two possibilities: either 7w(IP1) = Py,
W(Pg) = IP)Q, and W(P5) = PG, or W(Pl) = PG, W(Pg) = IP)4, and W(P5) = IP)Q.
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Suppose that 7(Py) = Py, 7(P3) = Py, and n(P5) = Ps. Since [P, Py]c is
m-closed, in (F}_,,D;]- the only elements for which we had not determined
7(A) are elements in (F!_,,F%)c and in (C;, ;] with t(A) = p’_, and with
t(A) = ¢/_,. Notice that t(D;) = p* , and D; € Ny

If ¢ = 1, then there are only two variants for 7(ID;): one is pgn(l) and the other
one is Dlpgl(l), where [ = 2 or [ = 4. Therefore, since the @-join of ID; and
]D)1p6n(l) is F! € Nyyr, 7(D1) = pp'” and [pi"", D4 ] is 7-closed.

If i > 1, then there are four variants for 7(D;): F}_ 1p;n(p7 szln(p, where | = 2

orl=4,H; 1p/"?, and FO_,p" . The second variant is ruled out. If 7 (ID;) =

Hi,1pi_(1), then 7(D;_1) = ]D)i,lpi_(z), where [ = 2 or [ = 4, and the ¢-join of
D,_1 and Di_lpﬁ(é) isFi_; € Ny If m(D;) = FY_ 1pZ (1 2) then since the segment
(F9_,,D;]c is ¢-closed and 7-closed, G $¢ ]F L 1 ) for all G ¢ (FY_,, D).
But (i) = o(n(Dy)) = ¢(FL1p"y ”) = FY_y ¢ (FO_y, Di]c. Therefore D; £y
p(D;) = Hzp:n@) and proof condition (4) is not satisfied. Therefore 7(D;) =
F! |p; (1) and (F}_;,D;]c is m-closed.

Therefore since (F}_,, ;] is m-closed and ¢-closed, by Lemma Bl for W/ there
is 7’ satisfying proof conditions (1)-(4) and

L*(\, /) - H1 .. oHilei(]-) e Fn(tn) — G

Suppose that 7(P1) = Pg, 7(P3) = Py, and 7 (Ps) = Ps.

Here in (FY, F}]- the only elements for which we had not determined 7(A) are
elements in (Di,]Fil][ and in (FY, A;]- with t(A) = p{H and with ¢t(A) = qfﬂ.
Let E = FOp"®) € Py

There are only two variants for 7(IE): one is F and the other one is F}. The
¢-join of E and F? is F? € Ny. Therefore n(E) = F} and (FY, F}]c is m-closed.

Therefore since (FY, F}]- is m-closed and ¢-closed, by Lemma [ for W, there
is 7’ satisfying proof conditions (1)-(4) and

L*(\, /) - H1 .. .Hilei(O) e Fn(tn) — G

Lemma 14. If L*(\,/) v I, ...I1I,, — G, then the formula c1 N ... A ¢y, is
satisfiable.

Proof. Applying n times Lemmal[I3] we get that there exists (t1,...,t,) € {0,1}"
such that L*(\,/) F Fi(t1)...F,(t,) — G. By Lemma [§ this means that
(t1,...,1,) is a satisfying assignment for c; A ... A ¢p,.

Since for all sequents L(\,/)F I — A =L*(\,/) F II — A, Lemma [I2 and
Lemma [T4] together give us Theorem [I1
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Abstract. Bounded phase multi-stack pushdown automata have been
studied recently. In this paper we show that parity games over bounded
phase multi-stack pushdown systems are effectively solvable and winning
strategy in these games can be effectively synthesized. We show some
applications of our result, including a new proof of a known result that
emptiness problem for bounded phase multi-stack automata is decidable.

1 Introduction

A multi-stack pushdown system (mpds) has a finite set of control states and
a fixed number of stacks. The transition function of a mpds takes as input its
control state and topmost symbols of each stack and may (nondeterministically)
do a push or a pop operation on any stack along with a possible change in
control state of mpds. A mpds obviously generalizes a pushdown system pds as it
can have more than one stack. While pushdown systems can be used to model
sequential recursive programs, multi-stack pushdown systems can be used to
model a class of programs with both recursion and threads. Each thread has its
own stack for its procedures calls and communication among threads is through
the common finite states of mpds. Model checking of programs with threads is
an important problem and there have been several recent works, see [1I34U5//6],
in the area of model checking mpds and their variants. Some restrictions however
are needed to be imposed on mpds to get effectively checkable properties of the
model, as even simple properties such as reachability from one configuration to
another are undecidable for unrestricted mpds. A restriction considered in [4/5)]
is bounded context switching. In a k context switching mpds we consider only
those runs of mpds which can be divided into k stages, where each stage is a
consecutive sequence of moves from the run in which push and pop operations
are performed only in one stack. While this seems a strong restriction, it has
been useful in practice and reachability analysis with this restriction has helped
uncover some errors. Bounded context switching mpds admit effective global
reachability analysis also. For a mpds M and a regular set C of configurations
of M, pre*(C), the set of configurations of M from which a configuration in C
can be reached by M, is shown to be regular in [5]. Similarly post*(C), the set of
configurations to which a configuration in C can be reached by M, is also shown
to be regular in [5].

S. Artemov and A. Nerode (Eds.): LFCS 2009, LNCS 5407, pp. 395-408,[2009.
© Springer-Verlag Berlin Heidelberg 2009
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In [I], a more liberal version of mpds called bounded phase systems have been
considered. In a k—phase bounded mpds only those runs of mpds are considered
which can be divided into k stages where each stage is a consecutive sequence
of moves from the run in which pop operations are performed only in one stack
(push operations can be performed on any stack in a single phase). The class
of bounded phase mpds strictly includes the class of bounded context switching
mpds. In [I] emptiness problem of bounded phase multi-stack automata (mpda)
is shown to be decidable. Bounded phase mpds have also been used in model
checking of concurrent queues [3] and bounded phase multi-stack pushdown
transducers have been used to give an infinite automaton characterization of
complexity class of problems solvable in double exponential time, 2ETIME [2].

In model checking, it is often needed to consider richer properties than reach-
ability. This can be done meaningfully over restricted mpds also. For example,
existence of a bad infinite path in a bounded phase mpds implies the existence
of the same for the unrestricted mpds also. A general way to specify verifica-
tion problems is through infinite games [9], where evaluating a formula in a
model is equivalent to deciding if a player has a winning strategy in a game. For
example, evaluating a modal mu-calculus formula on a transition system can
be reduced to solving a parity game on a graph closely related to the transi-
tion system. Games can also be used to model reactive systems naturally. Two
player parity games over single stack pushdown systems (pds) have been stud-
ied in [9] where it is shown that these games can be effectively solved. That is,
there is an algorithm which from the description of a game can determine which
player has a winning strategy in the game starting from the initial configuration
of pds.

Two player games over mpds have not been studied so far. In this paper, we
study two player reachability and parity games over bounded phase mpds and
show them to be effectively solvable. Our solution is based on a fundamental
technique of Walukiewicz [9] which shows how to reduce a parity game on a
pushdown system to a parity game over finite state space. In [9] each time a
symbol is pushed in the stack, a set of states (along with priorities) is guessed
by player 0, the game now divides into two parts. In the first subgame player 1
verifies that if the symbol is popped then it is in one of the guessed states, in
the second game it is verified that if the pushed symbol is popped satisfying the
guessed conditions then the game is winning for player 0. This does not let the
stack grow in any subgame, only topmost symbol of the stack needs to be kept
in a game state along with some bounded auxiliary information, thus resulting
in a finite state game.

We extend this technique to the case of bounded phase mpds. To begin with,
we need to store the topmost symbol of each stack. The main difficulty in case
of more than one stack is that when a symbol in some stack 7 is pushed it is
not sufficient to guess the states and minimum priorities visited for popping
this symbol. The contents of stack j, j # ¢, can change in an arbitrary way
between a push and the corresponding pop in stack i. For example, we may
have a sequence like push;, push; push; pop;, where subscript indicates the
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stack on which the operation is performed. In general, we may have an arbi-
trary number of push operations to stack j, j # ¢ between a matching push
and pop operation in stack ¢. The information about contents of stack j at the
time of pop in stack ¢ is needed to simulate the mpds transitions after the pop;.
The important issue is to see how much information about stack j is needed,
will a bounded amount of information suffice? Let us examine this, we need to
know at least the topmost symbol of stack j, say +/, at the time of pop;. In
addition to this, to abstract out the contents of stack j below 7/, we may need
something like popping condition for 4’ after pop;. But this seems circular as
in identifying the popping condition for push; we need to know the popping
condition for 4/ in stack j, 7 # 4. Further, the popping condition for 7’ of stack
j, J # i, needs to be guessed at the time of push; only. The apparent circu-
larity may be removed by looking at how the phase changes after various pop
operations involved. We formulate these conditions recursively using recursion
on the number of phases. This is the main technical contribution in our reduc-
tion of bounded phase mpds game to a finite state game. The size of the FSG,
we get is rather huge. It is a tower of exponentials of height &, the number of
phases of mpds. This is also the complexity of our decision procedure to solve
mpds game.

In [9] it is also shown that the winning strategy in pds game can be executed
by a pushdown automaton. This extends naturally to our setting, we show that
the winning strategy in bounded phase mpds game can be executed by a bounded
phase mpda. As a special case of our general game, we consider one player reach-
ability game, in which all configurations belong to player 0 only and the winning
condition is reaching some specified control state. Existence of winning strat-
egy for player 0 in this game is equivalent to the specified control state being
reachable from the initial configuration of mpds. In this case the size of our finite
state game reduces to double exponential in the number of phases allowed. This
special case gives us an alternative proof of one of the main results in [I] that the
emptiness problem of bounded phase mpda is decidable. Our proof uses quite
different technique than the ones used in [I]. In [I] a translation of bounded
phase words into finite trees is defined such that the image of this translation
is definable in monadic second order logic (MSO) over finite trees. Decidability
of MSO on the class of finite trees is then used in [I] to derive the result. The
complexity of our decision procedure matches the optimal complexity bound
obtained in [3]. Further, our strategy synthesis result when specialized to one
player reachability game, can be used to generate counter-examples in automatic
verification of safety properties of bounded phase mpds.

2 Preliminaries

Definition 1. A multi-stack pushdown system (mpds) is given as a tuple
(Q,I,1,6,q0), where Q is a finite set of states,  is the number of stacks, I" is
the stack alphabet and qo is the initial state. The transition function § is given
as 6 = 6; U6, Ub., where
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— 8. CQQxI'xQx[1...1]xT,
-6 CQQxT'xQx[1...0)x T,
-6, CQxT'x[1...1] xQ.

(be, 6;, 6, represent exchange, push and pop operations respectively). An mpds
operation depends on its control state and topmost symbols of all its stacks. I"has
a special symbol L for marking bottom of a stack. L can’t be pushed, popped
or exchanged by any other symbol. For instance, if (¢,7,¢',j,7) € b, where
¥y=my...v and v; = L then v = L. Also, if (q,7,1,q") € 6, then v, # L.

Definition 2. A configuration of multi-stack pushdown system (Q,I,1,06,qo) is
a tuple (q,$1,...,51), where ¢ € Q and s; € {L} x (I' = {L})*, for 1 <i <.
One step transition L on configurations of mpds is defined as below, where 7y =
Y-

t . .
- (Q781~717'~'75l~7l) - (q/7s/1’.“’82) ’Lft = (Q777q/727’y) € 66} S; = S8;.7Y and
st =85y for j#i,1<j <1
t . .
- (Q781~717'~'75l~7l) - (qlasllv'”vsg) th = (CL%CI/;ZW) € 6i7
/
l

s; = sy and si = sj.y; for j#£i,1 <j <Ll

7
/

t . .
- (Q781~717'~'75l~7l) - (q/7s/1’.“’82) th = (%%Z;q/) S 67”; S, = S and
i =sj forj#i, 1<j <L

The initial configuration of mpds is defined as (qo, L,...,1).

Definition 3. A multi-step transition between configurations of mpds, on say
titg.tn titg. .ty

sequence tits ... t, of mpds moves, ¢ VI d s defined as follows. c VT
ta...ty .

iff either n = 0 and ¢ = d or there is a ¢’ s.t. ¢ b and ¢ 5" d. We write

c — d for a multi-step transition from c¢ to d when the sequence of mpds moves
s not relevant.

Definition 4. Let ¢y be the initial configuration of a mpds and let ¢ be a config-
uration reached from cy by a sequence tits ...t, of mpds moves. If the topmost
symbol of stack i is v # L, then the push operation corresponding to the topmost
symbol of stack i is defined as the last unmatched push operation in stack i in
the sequence titsy ... t,.

The previous definition is usually understood without explicitly mentioning it.
It may be noted however that because of exchange operations the push opera-
tion corresponding to v may actually have pushed a symbol 7', v/ # ~ on the
stack. For example, after sequence push]', exch]"”, (where push] means push-

ing symbol « to stack i, exch;m/ means replacing the topmost symbol « of the
stack ¢ by 7') the topmost symbol on stack 1 is 7, but it corresponds to push]*
operation. Similarly, in sequence push]*, exch]"”, popy, the last pop matches
the first push operation push]'.
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Definition 5. A configuration d of multi-stack pushdown system (Q,I,1,6) is
reachable from configuration ¢ in m-phases if there are aq,...,q,, where each
«; is a sequence of mpds moves with pop moves from at most one stack and

[e5]) a2 [0 2%)
C—»C—>Cy... » Cm=4d .

We assume the reader to be familiar with standard notions of two player par-
ity games, such as game graph, plays, a winning strategy and parity winning
condition, see [12].

A 2-player k-phase mpds parity game is given as (H, Qo, Q1, M, £2, k), where
H=(Q,I,1,6,q) is an mpds, Q@ = QoD Q1 is a partition of states in player 0 and
player 1, M is a finite set of priorities and {2 : Q — M is a priority assignment
to each state in Q.

Vertices of our game graph are configurations of mpds. A vertex
(¢,—,...,—) belongs to player i iff ¢ € Q;. priority of a vertex (¢,—,...,—)
is defined as £2(g). A player can move from ¢ to ¢’ only if ¢ — ¢/. A play is a
sequence of legal moves starting from the initial configuration. A phase in a play
is a consecutive sequence of moves such that in this sequence elements from at
most one stack are popped (though in a single phase elements may be pushed
to any stack). All plays in this game are k — phase bounded. That is a player
can not make a move that takes the play into (k 4 1) phase.

Remarkl: Some authors take a play to be a sequence of moves which can not
be extended further, we use the descriptor maximal play for this and take a play
to be any sequence of moves as defined above.

Remark2: We could make the game graph more standard by taking its vertices
as triples (¢, p, ) where ¢ is an mpds configuration p < k is the phase in play so
far and r <[ is the number of stack popped last. There is an edge from (¢, p,r)
to (¢/,p',7") iff ¢ — ¢ and as a result of this transition the phase changes from p
to p’ and the number of the last popped stack changes from r to r’ in the mpds
configuration.

Winning condition for a maximal play (play which can not be extended further)
p is defined as follows. If p is finite then the player whose turn it is to move
at the last vertex of p loses. If p is infinite then a priority ¢ € M is said to be
visited infinitely often iff there are infinitely many vertices with priority 7 in p.
p is winning for player 0 iff the minimum, among the set of priorities visited
infinitely often in p, is even.

Informally, having a winning strategy for player ¢, means that regardless of
player (1 — i)’s moves, player ¢ can always play a move such that he wins the
resulting play. We will always consider games which start in a predefined initial
configuration. A game is called winning for player ¢ if player ¢ has a winning
strategy in it starting from the initial configuration.

Given a winning strategy 7 for player 0, in game G, by a 7-play we mean a
play of G in which all moves of player 0 are according to 7. For configurations

T T . . .
¢, ¢ of G,c— ¢ and ¢ -» ¢ mean that ¢’ is reachable from c¢ in a 7-play in
one move or in an arbitrary number of moves respectively.
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3 Reducing MPDS Game to Finite State Game

3.1 Intuitive Idea

Let H = (Q,I,1,6,q0) be a mpds and let G = (H, Qo, Q1,mazx, 2 : Q — M)
be a game structure on H, where Q@ = Qo & Q1 and M = {0,...,max} is the
set of priorities assigned to vertices of the game. We use below notation T for a
sequence T1,...,T; and T[C/i] for sequence T4, ...,T;—1,C,Tiy1,...,T;, which
is the same as T' except at i*" position where it is C. We follow [§] in presentation
of our finite state game.

Most important vertices of the finite state game (FSG) are of the form
Check(q,p,r,7v, B,m), where ¢ € Q, p € [1,k], r € [0,], v = 71...v with
each v, € I'y B = Bi,...,B; with each B; € 7, and m = m;y...m; with
m; € {0...max}. Intuitively the vertex Check(q,p, s,, B, m) asserts that

— q is the state of the configuration.

— p is the current phase.

— r is the number of stack from which last pop operation was done (initially
it is set to 0).

— 7; is the topmost symbol of stack 1.

— m; is the minimum priority seen since the push operation corresponding
to the topmost symbol of stack ¢ (if topmost symbol is L, which is never
pushed, then m; = 0).

- B; C Ué?:lNi,j gives constraints to be met on popping the topmost element
of stack ¢ (if stack ¢ is empty then B; = ().

When an element of stack ¢ is popped, the resulting configuration, say d, is in a
phase belonging to [1,%]. N; ; is the set of conditions related to pop operations
of stack ¢ which result in configurations of phase j on popping. In a FSG play
for each element pushed in stack i a subset of all popping scenarios Uf:lNi’j is
guessed. N; ; is defined below simultaneously for 1 < ¢ <[ using recursion on j,
starting from j = k£ going down to j = 1.

Definition 6. In this definition we assume that q,m,~ range over Q, M I'!
respectively and p ranges over [1,1].

Nix = {(a1...ai—1, (¢, k,v,m), aix1..ar) | ap =0 p # i}
Forj, k>32>1,

Nij = {(a1--ai-1,(¢, 5,7, m), aipr-ar) | ap C U Npp p# i}

Each element u € N;; describes a scenario for popping an element of stack 1.
Assume that the element is popped in mpds configuration ¢ and the resulting
mpds configuration (after pop) is d. The tuple (g, j,v,m) in a scenario u stip-
ulates that v = ~1...v and m = my...my, where for 1 < r < [, v, is the
topmost symbol of stack 7 in ¢ and m, is the value in ¢ whose interpretation
is as described above. ¢ is the mpds state in d and j is the phase of d. a; for
1<t < I t+#1,is a set of popping conditions for the topmost symbol ~; of
stack t in configuration d. That is a; stands for conditions in which ~; can be
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popped. This uses recursively the conditions defined for popping a symbol. Note
that after popping stack ¢ in d a pop in stack ¢ will result in configuration of
phase > j. This ensures well defined nature of recursion. Also note that we use
a; as a set of scenarios, instead of a single scenario for popping of ¢ in some
configuration after d. This is necessary in a two player game, because in a two
player game player 0 can only guarantee that the resulting mpds configuration
be one from a set (rather than a uniquely specified) of mpds configurations.

In the definition of N;x, a; for ¢t # i, is taken to be () because after popping
the symbol in stack ¢ phase k is reached and no other stack can be popped, so
popping conditions for topmost symbol of stack ¢ is not of any use now.

3.2 The Finite State Game (FSG)

Each mpds transition gives rise to some FSG transitions. We group transitions
of FSG according to mpds transitions (shown in bold) which give rise to them.

1. (4,7, d,i,7) € e, 1 <i <.

(a) Check(q,p,r,7v, B,m) — Check(q',p,r,v[y'/i], B,m'),

where m; = min(mj, 2(¢')), for 1 < j <.

2. (q,7,9,1,7) €8, 1 <i<l.

(a) Check(q,p,r,7,B,m) — Pushi(p,r,7,B,m.q,7')
(b) PUShi(pu 7, Bv m, qlv ’7/) - Clalmz(pa Y, Bv m, qlv 7/7 C)v
for all C' g U§:1Ni,j-

(c) Claim;(p,r,v,B,m,q,',C) — Check(q',p,r,v[¥'/i], B[C/i],m’),

o Jmin(my, 02(q")) if j#i
where mj—{g(q,) if=i
(d) To check the game after corresponding pop; operation.

Claim;(p,r,v, B,m,q,~',C) — Jump;(¢", j,~v,¥",m', B',m)
for all (a1...a;—1,(¢",5,7",m’), aiy1..a;) €C

where B’ = (al...ai_l,Bi,ai_,_l...al).

(e) Jumpi(qllu jv s ’y//u mlv Blv m) - CheCk(qlla jv iv 7//[71/2]7 Bla m//)u

"_ mm(m;, 2(q")) ifj#i
where m; = {mm<mi7m;, Qq"))if j=i

3. (q,7,0,q) €6, 1<i <L

(a) Check(q,p,r,7, B,m)— Wing if C[(¢',p’,,m)/i] € B;
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(b) Check(q,p,r,7v,B,m) — Winy if C[(¢',p’,v,m)/t] & B;

1 ifr=0
where p' =< p ifr=i1,
ptlifri

, B if p<k

p§kandC-{® i =k

Priority of vertex v in FSG, denoted by A(v), is defined as follows.
M Check(q,...)) = £2(q), MPushi(...)) = IClaim;(...)) = maz and
M Jumpi(q, j4,7,7',n, B,m)) = n;, where n = nj...n;. Vertex Check(q,...)
belongs to player j, j € {0,1}, iff ¢ € Q. Vertices Push;(...), belong to player
0 whereas vertices Claim,(...), belong to player 1, for 0 < ¢ < n. Each vertex
Jump;(...) has a single outgoing edge so it is immaterial which player is assigned
to these vertices.

4 Relating Winning in MPDS Game and the FSG

Our main theorem is the following.

Theorem 1. A mpds game is winning for player 0 (from initial configura-
tion (qo,Ls,...,Ls)) iff FSG is winning for player 0 (from initial configura-
tion Check(qo, 1,0, L,0,0)). Further, if mpds game is winning for player 0 then
player 0 has a winning strategy in mpds game that is computable by a multi-stack
automaton.

Proof. We present the construction of strategy automaton below, this is used
in proving the direction that a winning strategy for player 0 in FSG implies a
winning strategy in mpds game. The detailed correctness of this construction as
well as the other direction of the theorem that a winning strategy for player 0 in
mpds game implies a winning strategy in FSG, are given in full version of this
paper. Idea of the proofs is similar to that in []], but we need to deal with more
involved cases as we argue for multi-stack pushdown systems. O

4.1 Strategy Automaton

Assuming that there is a winning strategy for player 0 in FSG from
Check(qo, 1,0, 1,0,0), we design a [ stack pushdown automaton S which ex-
ecutes a winning strategy 7 of player 0 in mpds game from mpds configuration
(g0, Ls,--.,Ls).

Fix a history free winning strategy o for player 0 in FSG from configuration
Check(qo, 1,0, 1,0,0) (such a strategy exists in any parity game, see [12]). Using
o, we design a deterministic [ stack pushdown automaton S as follows. Apart
from the stacks, S has an input and an output tape. S reads moves of player 1
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from the input tape and outputs moves of player 0 on the output tape. Struc-
ture of S’s stacks, at any point in play, is the same as that of mpds stacks at
that point. For a symbol v € I' in stack ¢ of mpds, S stores at the correspond-
ing position in its stack ¢ a tuple of the form (v, B,m), where B C UleNi’j
and m € {0,1,...,maz}. The additional information (B,m) in stacks of S
records relevant information about the FSG play being simulated. Bottom of
stack marker for S is defined to be 1s = (L, 0,0). Control state of S is of the
form (g, p,r), where ¢ is the current state in mpds game, p is the phase and r is
the stack from which mpds play can pop in phase p.

Configuration of S is defined as its state along with the contents of its stacks.
It subsumes the current mpds configuration in it. We define a function f from
configurations of S to vertices of FSG. If ¢ is a configuration of & in which state
of S is (¢,p,r) and top of the stack j symbol is (v;, Bj, m;), for 1 < j <, then
f(¢) = Check(q,p,r,7v,B,m). In strategy execution the following invariant is
maintained: if S is in configuration ¢ then there is a o play from f(co) to f(c),
where ¢g is the initial configuration of S.

Suppose S is in configuration ¢ as above. The next move in the mpds play is
either read from the input tape (if ¢ € Q1) or S mimics the o move (if ¢ € Qo)
from the corresponding FSG configuration f(c¢) = Check(q, p,r,7, B,m). (Moves
from an mpds configuration and from the corresponding Check(...) vertex in
FSG are in 1 — 1 correspondence by design of FSG.)

4.2 Operation of S

Initially, S is in state (qo, 1,0) and each stack of S is Ls. At any arbitrary point
in mpds play if S is in configuration ¢ in which state of S is (¢,p,r) and top
of the stack j symbol is (v;, Bj, m;), for 1 < j <. Then for each mpds move
played in the mpds game, we describe actions performed by S. Stack and state
updation of S below is grouped by the moves of mpds regardless of whichever

player plays.

(1] (0,7:.¢1,7) € be, 1 <i <.
S sets top of the stack i symbol to (v, B;, min(m;, 2(¢'))) and top
of the stack j (for j # i) symbol to (v;, B;, min(m;, 2(¢"))) and
changes its control state to (¢/, p,r).

[II] (CL%QI, hﬁ/) € 6i7 1< h < L.
Let C C UF_|Nj, 4 be as in transition (2.b) in corresponding o play.
S pushes (7', C, 2(q")) on stack h, topmost symbol of the stack j
(for j # h) is changed to (v, Bj, min(m;, £2(¢'))) and S changes its
control state to (¢’,p, 7).

[1I1] (¢,7,%,4") € 6,, 1 <i <.

S pops the topmost symbol from stack i. Let the resulting topmost
symbol in stack i (after the above pop) be (7', D, n). S modifies
it to (v, D,min(m;,n,2(¢"))). S modifies the topmost symbol of
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stack j (for j # %) to (v, Bj,min(m;, £2(¢'))) and enters control
state (¢',p’, 1), where

1 ifr=0
p=<p ifr=i .
prlifr#i

4.3 Complexity of Solving the Game

By the reduction in section B to solve the mpds game it suffices to solve the
associated FSG. In this section we estimate the size of FSG and the complexity
of solving it. Let us begin by defining a class of functions exp, (m) iteratively as
follows.

expi(m) = 2™ and for n > 1, expp1(m) = 262Pn(m),

Roughly, exp,(m) is a tower of exponentials of height n. Let H be an mpds
and G be an mpds game on H as in section Bl For a set A, we let |A| denote
its cardinality. Then by definition [6],

INik| = |Q|.k.|M|".| |, for all 4.
Ny < E(TT5_, 25— Nerl) for 1< j < k where ¢ = |Q|.k.| M|\ T'[".
|Ni | < t.(H;:l 2kINpa+11) using [Ny j1| > |Np| for r > 5+ 1

|N; ;| < t.(20FINisl) because by symmetry | N, 11| = |Nijs1l,
for1 <p<lI.

|N; ;| < (2¢4-FINwi+1l) for a constant c, using m.2™ < 227,

This leads to |N;1| = expr—1(0(2)) and |Bi| = expir(O(2)), where
z = 1.k%|Q|.|M|'.|T|". The number of vertices in FSG is therefore expy(O(2)).

It is known that a game graph with n vertices, m edges and d priorities can
be solved in time O(m.n?), see [10].

Number of edges in FSG is bounded by [expk(O(2))]?, which is the same as
expr(O(z)). Number of distinct priorities in FSG is |M|. It follows that our
FSG can be solved and winning strategy can be constructed in time bounded by
expr(O(z.|M])), where z = 1.k2.|Q|.|M|".|T"|' as mentioned above.

5 One Player Case

Let H be an mpds and G be an mpds game on ‘H as in section 3.l In this section,
we consider the special case when all configurations belong to player 0, that is
Q = Qo. In this case popping conditions in definition [6] can be simplified as
follows.

Definition 7. In this definition we assume that q,m,y range over Q, M I'
respectively and p ranges over [1,1].

Nk ={(a1...ai—1,(q, k,v,m),a;q1...a;) | ap =0 p # i}

Forj, k>32>1,

Ni;j ={(a1...ai-1,(q, 4,7, m), aiy1..a;) | ap € Uff:jHN r DFi}.

B; € U§:1Ni,j
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Complexity analysis in this case becomes:

INix| = |Q.k.|M|".| |, for all 4.

[Nigl < Tt (Bheya INpr]), for 1< <

Nl < (s k.| Np 1 ]) using [N ji1| > [Nyl for v > j + 1.

IN; ;| < (k.|Nij+1])!, because by symmetry [N, ji1| = [N j1|, for 1 <p <.
This leads to |N; 1| = 217 and |By| = 27 for 1 > 2 where z = |Q|.|M|.| ).

Theo(r}cl)lmber of vertices in FSG is therefore 2/°"” and it can be solved in time
M) D where 2 = |Q.|M|.|T).

5.1 Bounded Phase Multi-stack Pushdown w-Automata

We may also consider bounded phase multi-stack pushdown w-automata on in-
finite words.

Definition 8. A bounded phase multi-stack pushdown parity w-automaton is
given as a tuple (Q, X, 1, k,6,q0, M, £2), where Q is a finite set of states, X is
an input alphabet and k is a bound on the number of phases. I, qo,l are the same
as in definitiond. 6 = 6; U6, U, is also the same as in definition D except that
each transition of the automaton also depends on the current symbol being read
from the input tape apart from the state and the topmost symbols of all stacks.
Therefore

— 6. CQQXxEXT'xQx[l...]x 1T,
-5 CQRXxYXxT'xQx[l...]x 1T,
-6, CQxExT'x[1...0]xQ.

A configuration of this automaton is the same as a mpds configuration along with
position of input head on the input tape. With each move the input head moves
one position to the right. A run of this automaton is a sequence of configurations
starting with the initial configuration and in which for any two consecutive
configurations the successor configuration is a result of some §—transition on
the predecessor configuration. A run is accepting if the number of phases in it
are < k and it satisfies the parity acceptance condition given by {2. We have the
following theorem about such automata.

Theorem 2. Emptiness problem for bounded phase multi-stack pushdown
w—automata with parity acceptance condition is decidable in  time

(|Q\.\M|.|F|)|M|'(lo(k)), where Q, T, 1, k, M are as in definition[d and | > 2.

Proof. Consider a bounded phase multi-stack w-automaton M as in definition
B We erase all input symbols from transitions of M and let all states belong to
player 0. This gives a one player mpds game. Winning in this game for player 0
is equivalent to M having an accepting run on some input, that is £(M) # 0.
By section [ this mpds game can be solved in time (|Q|.|M|.|T")/MI-t°™) O



406 A. Seth

5.2 Reachability in Bounded Phase mpds

In this section we study applications of our results to reachability problem among
configurations of mpds. Reachability easily reduces to parity winning condition.

Definition 9. Let ‘H be a mpds with @ as its finite set of states. A set C of
configurations of H is regular if there is a finite multi-automaton which accepts
string s1#tso#t . .. #s; starting from state q iff (q, s1,82,.-.,81) € C.

The finite multi-automaton in the above definition is just a finite automaton
which has one initial state for each ¢ € Q). Finite multi-automata were introduced
in [I1].

A slightly general version of reachability problem for mpds can be defined as
the following decision problem.

Definition 10. (Regular reachability problem) Given an mpds M and a regular
set R of configurations of M, is there a r € R and such that configuration r is
reachable from the initial configuration.

Theorem 3. Regular reachability problem for bounded phase mpds is decidable
in time (|Q\.\F\)lo(k+l), where |Q| is the sum of states in input mpds and in input
multi-automaton accepting R, I' is stack alphabet, k is the bound on phases and
I > 2 is the number of stacks in the input mpds.

Proof. The idea is to add transitions to the input mpds to check if its configura-
tion is in R. This can be done in 2] phases. Easy details of this proof are given
in full version. ([l

Corollary 1. Emptiness problem of bounded phase nondeterministic multi-stack
pushdown automata is decidable in (|Q\.\F\)lo(k+l> time where |Q| is the number
of states, I' is stack alphabet, k is bound on phases and | > 2 is the number of

stacks in input mpda.

Proof. Let given multi-stack pushdown automaton accept by reaching the final
state gr. We convert this mpda to mpds by erasing input symbols from transitions.
Emptiness problem of the given automaton is the same as regular reachability
problem of the resulting mpds with R = {q} x (I'*)". O

If we keep fixed all parameters of mpda except the number of phases allowed, by
the above corollary we get the time complexity as a function of k, to be 229"
This is same as the complexity of emptiness checking of an mpda in [2].

Consider a multi-stack pushdown system M with 3 stacks. Define it’s transi-
tion function so that if stack 1 is empty then it has no transition, otherwise it
pops a symbol from stack 1 and pushes a b on stack 2 and a ¢ on stack 3. After
this M again checks stack 1 and repeats the same sequence of actions. If M starts
with initial configuration (go, L.a™, L, L) then it reaches (g, L, L.b™, L.c™). This
shows that post* of a regular set is not regular. We do not have any example to
show that pre* of a regular set is not regular. In fact, we think that pre* of a
regular set is regular for bounded phase mpds.
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6 Conclusion

In this paper we have shown that parity games over bounded phase multi-stack
pushdown systems can be effectively solved. The complexity of our algorithm is
a tower of exponentials of the height same as the number of phases allowed. An
open question is that if this complexity can be improved or is there a matching
lower bound. In [7/8], winning regions in parity games over pds have been shown
to be regular. The same question can also be asked for two player parity games
over bounded context switching mpds and over bounded phase mpds. We think
that our techniques can be used to show that winning region in these games is
also regular. It will also be interesting to know if MSO theory of configuration
graphs of bounded phase mpds is decidable.

Finally, we have also mentioned application of our results in deciding empti-
ness of multi-stack bounded phase w—automata. It seems interesting to study
the class of languages recognized by such w—automata.

Acknowledgments. Financial support for this work is provided by Research I
Foundation.
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Abstract. Information systems support data privacy by granting access
only to certain (public) views. The data privacy problem is to decide
whether hidden (private) information may be inferred from the public
views and some additional general background knowledge. We study the
problem of provable privacy in the context of ALC knowledge bases.
First we show that the ALC privacy problem wrt. concept retrieval and
subsumption queries is ExpTime-complete. Then we provide a sufficient
condition for data privacy that can be checked in PTime.

1 Introduction

In the context of information systems, the problem of data privacy is to verify
whether the confidential information that is stored in a system is not provided to
unauthorized users and therefore, personal and other sensitive data remain pri-
vate. Data privacy issues are particularly critical in environments where sharing
and reuse of information are constantly applied.

Such an area is, for example, the semantic web. There, knowledge is rep-
resented by ontologies which provide formalizations of concept definitions for
an application domain. These ontologies are expressed in an ontology language.
OWL (Web Ontology Language) is the W3C endorsed standard language for this
purpose. The underlying formal framework of OWL are the so-called description
logics [I]. In the present paper we will study the privacy problem with respect
to the basic description logic ALC which is the simplest description logic that is
boolean closed.

It was always clear that privacy issues have to be considered in the context of
ontology languages. Let us cite the OWL Language Guide [2]: ‘...the capability to
merge data from multiple sources, combined with the inferential power of OWL,
does have potential for abuse. Users of OWL should be alert to the potential
privacy implications.’

The present paper is the continuation of our work started in [3/4]. There, we
introduced the problem of provable data privacy on views as follows. Assume
that some agent has access to a view provided by an information system. Ad-
ditionally, there is some background knowledge that is publicly available. The
privacy problem under this setting is to decide whether the user is not able to
infer - from the view and the background knowledge - any answer to a given
query ¢g. That one cannot infer any answer to ¢ is formalized as the set of certain

S. Artemov and A. Nerode (Eds.): LFCS 2009, LNCS 5407, pp. 409|-421) 2009.
© Springer-Verlag Berlin Heidelberg 2009
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answers to q is empty. If the problem is answered positively, we say that privacy
is preserved for q.

We will now use the notion of provable privacy to study a more general prob-
lem: namely, the problem of deciding data privacy on view definitions. The new
problem is now the following: given only a view definition instead of a complete
view, decide whether privacy is preserved on all possible views of that view def-
inition. We investigate the new problem for the case of ALC knowledge bases
with general concept inclusion axioms (GCIs). In such a knowledge base the do-
main is only partially known (incomplete), background knowledge is formalized
as a part of the knowledge base, and for the view and the privacy condition we
allow for concept retrieval and subsumption queries.

Let us now illustrate the difference between privacy on views and privacy on
view definitions. Our running example will be a business information system
storing information about account managers and their salaries.

Ezxample 1. The background knowledge states that an account manager gets a
high or a low salary:

account manager — high Ll low.
Assume that an agent has access to the views defined by
{account manager, —high}

and that for some reason the extension of low should be hidden.

For the privacy problem on views, we assume that we are given the answers to
the views. For instance, assume {a} is the answer of the query account manager
and {b} is the answer to the query —high. In this case, privacy for low is pre-
served with respect to the given view, since for no individual we can infer that
it belongs to low.

For the privacy problem on view definitions, we do not assume that the answers
to the views are given. Rather the question is whether privacy is preserved
for all possible sets of answers. In our example, privacy is not preserved on
the view definition. Consider the following possibility: the answer to the query
account manager might be {a,b} and the answer to the query —high might be
{b}. In this case b must belong to low. Thus privacy is not preserved for low
with respect to the view definition.

In the next section, we present the syntax and the semantics of ALC, explain
how a query is answered on an ALC knowledge base, and recall from [3J4] the
problem of provable data privacy on a given view. Then, in Section [B] we define
data privacy on a view definition. We show that in order to decide this problem
it is enough to consider a finite number of possible views. As a corollary we
obtain that the problem is ExpTime-complete. Moreover, we present a syntactic
condition on the knowledge base and the view definition which is sufficient for
data privacy. This condition can be checked in PTime. We discuss related work
in Section @ Then we conclude and give some directions for further work.
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This paper comes together with a technical report [5]. There we introduce a
deductive system for ALC and apply proof-theoretic techniques in order to give
detailed proofs of our results.

2 Preliminaries

The language of ALC consists of a countable set of individuals Ind, a countable
set of atomic concepts AConc, a countable set of roles Rol and the concepts built
on AConc and Rol as follows:

C,D:=A|-A|CND|CUD|VRC |3RC

where A € AConc, R € Rol, and C and D are concepts. Individuals are denoted
by a,b,c,....

Note that the language includes only concepts in negation normal form. The
complement of a concept —(C') is inductively defined, as usual, by using the law
of double negation, de Morgan’s laws and the dualities for quantifiers. When
the scope of the negation is unambiguous, we also write —=C' instead of —(C).
Moreover, the constants T and | abbreviate A LU —-A and A M —A, respectively,
for some A € AConc. The set of subterms s(C') of a concept C' is defined by:

s(A) :={A} s(—A) :=={-4}
s(Cx D) :={CxD}Us(C)Us(D) $(QR.C) :={QR.C}Us(C)
where x is either U or M and @ is either V or 3. Note that the complements of
atomic concepts are not decomposable. That means, for instance, the subterms

of Al U E'R._'AQ are A17 _|A2, E'R._'AQ and A1 U ElR._\AQ.
Concepts are interpreted in the usual way:

Definition 1. An interpretation T consists of a non-empty domain AT and a
mapping ()% that assigns

— to each indiwvidual a € Ind an element a € AT
— to each atomic concept A € AConc a set AT C AT
— to each role R € Rol a relation RT C AT x AT

The elements of a domain are denoted by d,dy,ds,.... The interpretation 7
extends then on concepts as follows:
(~A) = AT\ A7
(cnD?* =c*fnD? (cuD)* =c*uD?
(VR.C)* = {d; € AT | Vdy ((d1,d) € R = dy € C7)}
(3R.C)F = {dy, € AT | 3dy ((d1,d2) € R* & dy € CT)}

We can now define the notion of a knowledge base and its models. An ALC
knowledge base O is the union of
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1. a finite terminological set (TBox) of inclusion azioms that have the form
TC C’ where C'is called inclusion concept, and

2. a finite assertional set (ABox) of assertions of the form a : C (concept
assertion) or (a,b) : R (role assertion) where R is called assertional role and
C is called assertional concept.

We denote the set of individuals that appear in O by Ind(O). An interpretation
7 is a model of

— an inclusion axiom TC C (Z =T CCO) if C% = AT,
— a concept assertion a: C (Z Ea:C) if o € CF,
— a role assertion (a,b) : R (Z = (a,b) : R) if (a%,b?) € RZ.

Let O be the ALC-knowledge base of a TBox 7 and an ABox A. An interpre-
tation Z is a model of O if 7 = ¢, for every ¢ € T U A. A knowledge base O is
consistent if it has a model. Moreover, for 1 an inclusion axiom or an assertion,
we say that O | 9 (in words, O entails v) if for every model Z of O, T = ¢
also holds.

The consistency problem for ALC is ExpTime-complete, see for instance [IJ.
The entailment problem is reducible to the consistency problem as follows:

Theorem 1. Let O be an ALC knowledge base and me,, be an individual not
belonging to Ind(Q). Then,

—OETLCC iff OU{ney:—~C} is inconsistent and
- OkFa:C iff OU{a:~C} is inconsistent.

Theorem [[ shows that an entailment can be decided in ExpTime. Moreover, the
inconsistency problem is reducible to the entailment problem and so, deciding
an entailment is an ExpTime-complete problem, too.

The reasoning tasks on an ALC knowledge base are formulated below as
queries. For the time being we consider only subsumption and retrieval queries.

Definition 2. An ALC query q is either a concept of ALC (called retrieval
query) or an inclusion axiom (called boolean query). The answer to a query ¢
with respect to an ALC knowledge base O (ans(q, O)) is given as follows where
tt is a special constant denoting ‘true’.

ans(TC C,0) = {tt},if O TLCC,
ans(TCC,0) = 0,if OFETLCC,
ans(C,0) = {ae€hnd(0)|OkEa:C}.

A view definition V' is a finite set of ALC queries.

Definition 3. A view V; of a view definition V is a total function with domain
V' such that if (q,r) € Vi, then

! This form does not restrict a knowledge base since an arbitrary inclusion C1 C Cs
can be linearly transformed to its equivalent T T —C U Ca.
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1. r CInd and finite if q is a retrieval query,
2. r C{tt} if q is a boolean query.

We say, that an ALC knowledge base O entails a view Vi (O = Vi) if for each
(q,7) € Vi we have r = ans(q, O).

Note that a view can also be formulated as a set Ay, of axioms and assertions.
We set

Ay, ={TCC|(TCC{tt}) e Vi} U
{a: C | there is a set In with (C,In) € V; and a € In}.

Our notion of a view entailed by a knowledge base relates to the standard notion
of entailment as follows. Let V; be a view of a view definition V such that
O E V; for some O. For each retrieval query C' in V and all individuals a we
have C(a) € Ay, iff O = C(a). For each boolean query T C C in V' we have
TCCeAy, ifOETLCC.

We turn now to the problem of provable data privacy wrt. views. This problem
has been examined for arbitrary data and knowledge bases in [34]. Here we
present the problem from the point of view of ALC knowledge bases and queries;
we additionally admit that the underlying knowledge base is always consistent.

The problem assumes that a user is granted access to a specific view V; and to
some general (background) knowledge of such a knowledge base. In our case we
assume that all information about the knowledge base is stated explicitly in it
and, therefore, the background knowledge coincides with a part of the knowledge
base. We call this knowledge base Opg.

Informally, we say that data privacy is preserved for a query g with respect
to (Ovg, Vi) if there are no answers to ¢ that follow with certainty from the
information of V; and Opy. This can be made precise by the notion of certain
answer. The function certain(g, (Oyg, Vi) returns the answers to ¢ that hold in
every knowledge base that - according to the user’s knowledge - could be the
actual one (a so-called possible knowledge base).

Definition 4. A knowledge base P is possible wrt. (Opg, Vi) if P is consistent,
Opg CP, and P = Vi. By Poss(0,,,v7), we denote the set of all possible knowl-
edge bases with respect to (Opg, V).

In the sequel we consider only (Oyg, V7) tuples with Poss(o,,.vi) # () which means
that O U Ay, is satisfiable.

Definition 5. The certain answers to a query q wrt. (Owg, Vi) are defined by

certain(g, (Opg, V1)) 1= ﬂ ans(q, P).

’PEPOSS(Obg'VI>

Definition 6. Given a knowledge base Oyg, a view Vi and a query g, data pri-
vacy is preserved for ¢ with respect to (Owg, Vi) if

certain(g, (Opg, V1)) = 0.
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Note that this privacy notion is based on positive answers only. So we may have
privacy for a query C' even when we know with certainty that some individual
a does not belong to C. The extreme case is when T C —C' is public knowledge.
Then we know that C must be empty and still we have privacy for C (since there
is no element for which we can infer that it belongs to C).

There are situations in which the certain answers to a query ¢ can be computed
by issuing ¢ against a particular fixed data or knowledge base, see for instance
[613]. In our setting, we simply can take Opq U Ay, for this purpose. Namely, we
have

certain(g, (Og, V1)) = ans(q, Opg U Ay, ).

Therefore, we immediately get the following result.

Theorem 2 (see [4, Corollary 1]). Data privacy is preserved for a query q
wrt. a view Vi and a knowledge base Oy if and only if

ans(q, Opy U Ay, ) = 0.

According to Definition [ ans(g, Opg U Ay,) can be computed by a number of
entailments which is linear the size of Oyg U Ay, . If ¢ is a retrieval query, then
we need one entailment check for each individual occurring in Oy, U Ay;. If ¢
is a boolean query, then we trivially need only one entailment check. As it has
already been stated, the entailment problem is reducible to the consistency prob-
lem which is solvable in ExpTime. Therefore, Theorem [2] provides an ExpTime
decision procedure for the problem of data privacy on views.

The problem of ALC concept satisfiability wrt. a consistent TBox is also
ExpTime-hard, see [7] and [I]. Note that the proof in [I] does not necessar-
ily construct a consistent TBox, however an easy modification will do the job.
Therefore, the ALC data privacy problem is ExpTime-complete since we have
that a concept C' is unsatisfiable wrt. a TBox 7 iff data privacy for T C —-C
wrt. 7 and the empty view is not preserved.

Corollary 1. The problem of ALC data privacy for a query wrt. a view and a
knowledge base is ExpTime-complete.

3 Data Privacy on View Definitions

Let us now introduce the problem of provable data privacy wrt. view definitions.
First, we introduce the following auxiliary notion.

Definition 7. Let Oyy be an ALC knowledge base and V' be a view definition.
A view V7 is based on (Oyg, V') if it satisfies the following: (i) Vi is a view of V
and (ii) Possio,, v,y # 0.

Definition 8. Let Oyy be an ALC knowledge base and V' be a view definition.
Data privacy is preserved for q wrt. (Opg, V) if for every view Vi based on
(Ohg, V), data privacy is preserved for q wrt. (Ovg, Vi). The data privacy prob-
lem on view definitions is to decide whether data privacy is preserved for q wrt.

<Obgv V>'
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Example 2. We consider again the business information system storing infor-
mation about key accounts, account managers, and their salaries. The general
background knowledge states the following: An account manager gets a high or
a low salary, see ([I]). If someone gets a high salary, then she handles key accounts
only, see (2]). The domain of the handles relation is the set of account managers,
see ([B). Formally, Oy, is the set of the following axioms:

account manager = highlllow (1)
high C Vhandles.key account (2)
Jhandles.T = account manager (3)

Consider the view definition V7 := {Jhandles.key account}. Given this setting,
the following two statements, for example, hold:

privacy is preserved for key account with respect to (Opg, Vi) (*)
privacy is preserved for low with respect to (Opg, V1). ()

That means an agent who is granted access to the view provided by V; cannot
infer which are the key accounts nor who gets a low salary.

To see (&), simply observe that the only information we obtain from a non-
empty answer to the query in V; is that the extension of key account cannot be
empty. However, we do not get any knowledge about which individual belongs to
it. There is a possible knowledge base in which only some individual a belongs to
key account and there is another possible knowledge base in which only some
other individual b belongs to key account. Therefore the set of certain answers
to key account is empty and thus privacy is preserved.

To see ([&H), simply observe that we always can choose low to be the empty
concept, no matter what the answer to the query in V; is.

Consider now the view definition
Vo := {Jhandles.—key account}.

Privacy is not preserved for low with respect to (Opg, V2). This can be seen as
follows. Assume that issuing the view query against some knowledge base KB
gives

a € ans(Jhandles.—key account, KB),
for some individual a. By (@), we get KB | a : —high and by (@) we find

KB |= a : account manager. Thus ({l) yields KB = a : low. We conclude that
privacy is not preserved for low.

The problem of data privacy on a view definition is decidable since it is enough
to consider only the views entailed by a finite set of knowledge bases P. Given
(Ohg, V) and an individual ne, ¢ Ind(Osg), a knowledge base P is possible if

1. P D Oy and consistent,
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2.if TEC € Pthen TE C € Opg UV, and
3.ifa:CePthena:C e Oy or(aciInd(Opy)U{ne}tand C eV).

Then P is the set of all possible P wrt. (Opg, V') and ney,.

Theorem 3. Let O be an ALC knowledge base and V' be a view definition. Data
privacy is preserved for ¢ wrt. (Opg, V) if and only if, for every view Vi of V
that is entailed by some P € P, data privacy is preserved for q wrt. (Opg, V7).

A proof is presented in [5]. A naive ExpTime decision procedure for this problem
can be constructed directly from the above theorem: first compute P and all views
entailed by its knowledge bases, and then decide data privacy on each of these
views. Let Pt be the knowledge base constructed from Oy and V as follows:

Pt ={TCCeV}ulJ{a:C|(a€Ind(Oh)U{new}) and C € V}.

Then, P can be constructed by first computing all subsets of P+ and then check-
ing their consistency wrt. Opg. Since PT can be constructed polynomially wrt.
the size of Oy and V, there are at most 2P(") subsets of PT of maximal cardinal-
ity p(n), where n is the total size of Oy, V' and ¢. Since consistency is decidable
in ExpTime, computing P stays in ExpTime. Now, in order to compute the views
entailed by some P € P, a polynomial number of entailments on every P € P is
required. Therefore the computation of all views stays also in ExpTime. Finally,
Corollary [[] together with the fact that V; grows polynomially wrt. the size of V'
and P, imply that the total time required for checking privacy on all of the (at
most) exponentially many views is again exponential wrt. n.

The problem of data privacy on view definitions is also ExpTime-hard as the
corresponding problem on views is polynomially reducible to this problem: data
privacy for g is preserved wrt. Op, and V; iff it is preserved wrt. Opg U Ay, and
the empty view definition.

Theorem 4. The problem of ALC data privacy on view definitions is Fxp Time-
complete.

In the sequel we present a condition on Oy, V' and ¢ which can be decided in
PTime and implies data privacy for ¢ wrt. (Opg, V). Thus, we have a sufficient
condition for data privacy that can be checked efficiently. It is based on the
syntactic structure of the concepts that constitute the background knowledge
and the view definition. We begin by excluding some ‘common sense’ queries
from being potential secrets, because of their trivial (partial) answers.

Definition 9. A query g is trivial wrt. a tuple (O, V') when

— ans(q,0) = {tt} (i.e. 0 = q) and q is a boolean query
— ans(T E q,0) = {tt}, q is a retrieval query C, and in addition
Ind(Org) = 0 implies 3C € V(Opy = T T —C).

A retrieval query might violate privacy only if some individuals are (potentially)
given in public. This is the reason for the condition posed on retrieval queries in
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the above definition. An ALC query qualifies as a privacy condition on a tuple
(Opg, V) if it is not trivial wrt. (Opg, V).

Next, we define the boolean function s afe() that decides whether a concept D
or a role R exhibits some information about ¢. Given a knowledge base Oy, a
view definition V' and a privacy condition ¢ on (Opg, V'), the information about
a concept D is safe if s afe(D,q) returns 1; and the information of a role R is
safe if safe(R, (Ovg,V, q)) returns 1.

In the sequel, we use the following conventions. Concepts and roles of a tuple
(Ohg, V) are all inclusion and assertional concepts, assertional roles, and retrieval
queries that appear in Opg or V. If a concept C has a subterm C; then C is also
written as Ca[C1]. If, in addition, there is an occurrence of C; in Cy that is not
prefixed with a quantifier, then Cy may also be written as C3[C1]°. Similarly, if
we want to emphasize that C is not prefixed in C with an existential quantifier,
then Co may also be written as Co [Cl]oa. For example, the concept A1 LUVRy.—As
can be also written as A; U VRy.mAs[—As] or as Ay U VRQ.ﬁAQ[—'AQ]OH but not
as Al U VRQ._'AQ [_‘AQ]O.

Now, assume we are given a query q¢ where C' is the inclusion or assertional
concept of ¢ (i.e. ¢¢ = T C C or g¢ = C). The function Safe() is defined on
concepts and roles as follows:

For a concept D, safe(D,qC) = 1 iff there are no D; and C; subterms of D
and C, respectively, of the form:

a. D1=C;=A, or
b. D1 = 01 = _|A7 or
C. D1 = QRDQ and Cl = QR.CQ,

where A € AConc, R € Rol and @ € {V,3}, and for which either
1. D[D;]° and C[C1]°” hold, or
2. D[D1]°, C[3R.C'[C4]]°" and C[VR.C"] hold.

For a role R and a tuple (O, V), safe(Rv (Ovg, V, qo)) = 1 iff:
1. C is not of the form C[3R.C"]° and

2. for every concept Do for which there is a concept D1 [VR.DQ}Oa of (O, V),
safe(D27qC) =1.
The following theorem provides a sufficient condition for privacy on view defi-

nition. A proof can be found in our technical report [5]. There, the theorem is
established by proof-theoretic investigations of a sequent system for ALC.

Theorem 5. Given a consistent ALC knowledge base Oy, a view definition
V and a privacy condition q on (Opg, V'), data privacy is preserved for q wrt.
(Ovg, V') if for every concept D and role R of (Opg, V)

safe(DaQ) = Safe<Ra <Ob97V7Q>) =1

Moreover, it can be decided in PTime whether for every concept D and role R
Of <Obgﬂ V> we have sa,fe(Da q) = sa,fe<R7 <Obg7 MQ» =1
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Ezample 3. Consider again the setting of Example 2l We can establish (@) by
the previous theorem. Let g be the query key account. We have

safe(account manager, q) = safe(high Ulow,q) = safe(high7 q)
= safe(Elha.ndles.T,q) =1.

We also have

safe(Vha.ndles.key account,q) =1
safe(Elha.ndles.key account,q) =1

since key account occurs only behind a quantifier in the concepts of Oy, and V;.
Therefore the condition of Theorem [l is satisfied and thus privacy is preserved
for key account.

However, Theorem [ does not yield (&) since low is an atomic subterm of
highlllow which is not behind a quantifier.

4 Related Work

The notion of certain answer originates from the study of incomplete databases
[8] and is now a key notion in data integration [9JI0] and data exchange [I110].
Obviously, our work on privacy in ontologies is tightly related to privacy in
incomplete databases which has been studied by several authors.

Nash and Deutsch [12], for instance, study privacy for database integration.
Like us, they are interested in logical security. That is all an attacker can do is
issue queries and apply arbitrary computational power on the answers to these
queries together with background knowledge to obtain the secret. They introduce
several notions of privacy that are suitable for a data integration scenario and
study the corresponding algorithms.

Another approach is to preserve confidentially at runtime. At each query, it
is checked whether the answer would leak hidden information. If this is the case,
then the answer is distorted. Biskup and Weibert [I3] adopt this approach for
incomplete databases. In their setting a database is simply a set of propositional
sentences and queries simply return yes, no, or undef. They investigate several
distortion methods (lying, refusal and a combination thereof) which guarantee
that a user cannot learn classified information.

Our notion of provable data privacy only guarantees that, given a concept C,
for no individual a we can infer a : C. Example [2 shows that (&) holds even if
we know that key account cannot be empty. Perfect privacy is a much more re-
strictive notion than provable privacy. It guarantees that an answer to a query
does not change the attacker’s a priori belief about the secret. This belief is mod-
eled as a probability distribution with the assumption that the tuples in the se-
cret answer are independent events. Perfect privacy has been introduced in [14]
and generalized in [I5]. Recently, a connection between perfect privacy and query
containment has been established [16] which allows to identify subclasses of con-
junctive queries for which enforcing perfect privacy is tractable. Dalvi et al. [T7]
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argue that perfect privacy is often too restrictive for practical applications. They
provide a new probabilistic database model for practical privacy and study five
privacy characterizations for it, including perfect privacy and certain answers.

It is necessary to consider an attacker’s background knowledge when reasoning
about privacy. We have chosen a simple approach: we fix the background knowl-
edge and model it as a part of the knowledge base. The general case is when the
background knowledge is not given in advance. Recently, a formal study of this
so-called worst-case background knowledge has been initiated [I§].

The problem of privacy aware access to ontologies is also addressed in [19].
There it is shown how view based query answering is able to conceal from the
user information that are not logical consequences of the associated authorization
views. The authors introduce several different semantics for view based query an-
swering which in turn conceal different amounts of information when applied to
the privacy problem. The semantics which corresponds to our approach is called
TBox-centered semantics. There the user is aware of the TBox which in our setting
is expressed by the TBox being part of the general background knowledge.

Grau and Horrocks [20] study different privacy guarantees for logic-based in-
formation systems. They present privacy preserving query answering as reason-
ing problems and establish a general connection between such reasoning problems
and probabilistic privacy guarantees. The reasoning problems they introduce are
related to certain notions of conservative extension which occur in the context
of modular ontologies.

5 Conclusions

We have studied the problem of provable data privacy on view definitions for
ALC knowledge bases. Our goal was to verify that a given privacy condition
holds on all possible views of a given definition. We have presented an ExpTime-
complete decision procedure for this privacy problem. Moreover, we have studied
a syntactic condition which is sufficient for provable privacy and which can be
decided in PTime.

Our work is preliminary in the sense that we treat only the case of ALC
knowledge bases and views that are simple queries. There are two important
generalizations of our results which will be addressed in future work.

First we have only considered ALC knowledge bases. ALC is the basic de-
scription logic language and therefore a natural candidate for an initial study.
However, current ontology languages are based on very expressive description
logics. Future work has to deal with, for instance, SHOZN (D) [21] which cor-
responds to OWL DL.

Second we restricted ourselves to concept retrieval and subsumption queries.
In this setting, Theorem [3] becomes a consequence of the tree model property.
Things are more complex if we also allow role expressions in a view. In a general
setting, one also has to consider (union) conjunctive queries over description
logics [22]. Then we cannot encode views as knowledge bases, and computing
certain answers becomes more difficult.
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Abstract. In our former work [K. Tadaki, Local Proceedings of CiE
2008, pp. 425-434, 2008], we developed a statistical mechanical inter-
pretation of algorithmic information theory by introducing the notion of
thermodynamic quantities, such as free energy F(7T'), energy E(T), and
statistical mechanical entropy S(7'), into the theory. We then discovered
that, in the interpretation, the temperature 7" equals to the partial ran-
domness of the values of all these thermodynamic quantities, where the
notion of partial randomness is a stronger representation of the com-
pression rate by program-size complexity. Furthermore, we showed that
this situation holds for the temperature itself as a thermodynamic quan-
tity. Namely, the computability of the value of partition function Z(T")
gives a sufficient condition for 7' € (0,1) to be a fixed point on par-
tial randomness. In this paper, we show that the computability of each
of all the thermodynamic quantities above gives the sufficient condition
also. Moreover, we show that the computability of F'(T') gives completely
different fixed points from the computability of Z (7).

Keywords: Algorithmic randomness, fixed point theorem, partial ran-
domness, Chaitin’s {2 number, algorithmic information theory, thermo-
dynamic quantities.

1 Introduction

Algorithmic information theory (AIT, for short) is a framework for applying
information-theoretic and probabilistic ideas to recursive function theory. One
of the primary concepts of AIT is the program-size complezity (or Kolmogorov
complezity) H(s) of a finite binary string s, which is defined as the length of
the shortest binary program for the universal self-delimiting Turing machine
U to output s. By the definition, H(s) is thought to represent the degree of
randomness of a finite binary string s. In particular, the notion of program-size
complexity plays a crucial role in characterizing the randomness of an infinite
binary string, or equivalently, a real number.

In [T4] we developed a statistical mechanical interpretation of AIT. Especially,
in the development we introduced the notion of thermodynamic quantities, such
as partition function Z(T"), free energy F'(T'), energy E(T), statistical mechanical
entropy S(T'), and specific heat C(T'), into AIT. These quantities are real num-
bers which depend only on temperature 7', any positive real number. We then
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© Springer-Verlag Berlin Heidelberg 2009
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proved that if the temperature T is a computable real number with 0 < T < 1
then, for each of these thermodynamic quantities, the partial randomness of its
value equals to T', where the notion of partial randomness is a stronger represen-
tation of the compression rate by means of program-size complexity. Thus, the
temperature T plays a role as the partial randomness of all the thermodynamic
quantities in the statistical mechanical interpretation of AIT. In [14] we further
showed that the temperature T plays a role as the partial randomness of the
temperature 7' itself, which is a thermodynamic quantity of itself. Namely, we
proved the fixed point theorem on partial mndomness which states that, for
every T € (0,1), if the value of partition function Z(T') at temperature T is
a computable real number, then the partial randomness of T equals to 7', and
therefore the compression rate of T equals to T, i.e., lim, o H(Ty)/n = T,
where T;, is the first n bits of the base-two expansion of T'.

In this paper, we show that a fixed point theorem of the same form as for Z(T')
holds also for each of free energy F(T'), energy E(T), and statistical mechanical
entropy S(T'). Moreover, based on the statistical mechanical relation F(T') =
—Tlogy Z(T), we show that the computability of F/(T') gives completely different
fixed points from the computability of Z(T).

The paper is organized as follows. We begin in Section 2] with some prelim-
inaries to AIT and partial randomness. In Section Bl we review the previous
results [I4] on the statistical mechanical interpretation of AIT and the fixed
point theorem by Z(T'), which is given as Theorem [ in the present paper. Our
main results; the fixed point theorems by F(T'), E(T), and S(T'), are presented
in Section [ and their proofs are completed in Section Bl In the last section, we
investigate some properties of the sufficient conditions for T to be a fixed point
in the fixed point theorems.

2 Preliminaries

2.1 Basic Notation

We start with some notation about numbers and strings which will be used in
this paper. N = {0,1,2,3,...} is the set of natural numbers, and N* is the set
of positive integers. QQ is the set of rational numbers, and R is the set of real
numbers. Let f: S — R with S C R. We say that f is increasing (resp., non-
decreasing) if f(x) < f(y) (vesp., f(x) < f(y)) for all z,y € S with z < y. We
denote by f’ the derived function of f.

Normally, o(n) denotes any function f: NT — R such that lim,, .. f(n)/n =
0. On the other hand, O(1) denotes any function g: N* — R such that there is
C € R with the property that |g(n)| < C for all n € N*.

{0,1}* = {),0,1,00,01,10,11,000,...} is the set of finite binary strings,
where A denotes the empty string. For any s € {0,1}*, |s| is the length of s.
A subset S of {0,1}* is called prefiz-free if no string in S is a prefix of another

! The fixed point theorem on partial randomness is called a fixed point theorem on
compression rate in [14].
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string in S. For any partial function f, the domain of definition of f is denoted
by dom f. We write “r.e.” instead of “recursively enumerable.”

Let « be an arbitrary real number. |«] is the greatest integer less than or
equal to «, and [«] is the smallest integer greater than or equal to «. For any
n € NT, we denote by a,, € {0,1}* the first n bits of the base-two expansion
of @ — |« with infinitely many zeros. For example, in the case of @ = 5/8,
ae = 101000.

We say that a real number « is computable if there exists a total recursive
function f: N* — @ such that @ — f(n)| < 1/n for all n € N*. We say that «
is left-computable if there exists a total recursive function g: N™ — Q such that
g(n) < afor all n € Nt and lim, .o g(n) = a. On the other hand, we say that
a real number « is right-computable if —« is left-computable. The following (i)
and (ii) then hold:

(i) A real number « is computable if and only if « is both left-computable and
right-computable.

(ii) A real number « is right-computable if and only if the set {re Q |a < r}
isr.e.

See e.g. Weihrauch [I6] for the detail of the treatment of the computability of
real numbers.

2.2 Algorithmic Information Theory

In the following we concisely review some definitions and results of algorithmic
information theory [4/5]. A computer is a partial recursive function C': {0,1}* —
{0,1}* such that domC is a prefix-free set. For each computer C' and each
s € {0,1}*, He(s) is defined by He(s) = min{|p| |p € {0,1}* & C(p) =5}
(may be 00). A computer U is said to be optimal if for each computer C' there
exists d € N with the following property; if C(p) is defined, then there is a p’
for which U(p") = C(p) and |p’| < |p| + d. It is easy to see that there exists an
optimal computer. Note that the class of optimal computers equals to the class
of functions which are computed by universal self-delimiting Turing machines
(see Chaitin [4] for the detail). We choose a particular optimal computer U as
the standard one for use, and define H(s) as Hy(s), which is referred to as the
program-size complexity of s or the Kolmogorov complexity of s. It follows that
for every computer C' there exists d € N such that, every s € {0,1}*,

H(s) < He(s) +d. (1)
Based on this we can show that there exists ¢ € N such that, for every s # A,
H(s) < |s| 4+ 2log, |s] + c. (2)

Chaitin’s halting probability (2 is defined by 2 = ZpedomUZ*“". For any
a € R, we say that « is weakly Chaitin random if there exists ¢ € N such
that n — ¢ < H(ay,) for all n € N [45]. Then Chaitin [4] showed that {2 is
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weakly Chaitin random. For any a € R, we say that « is Chaitin random if
lim, oo H(an) — n = oo [5]. It is then shown that, for every a € R, « is
weakly Chaitin random if and only if « is Chaitin random (see Chaitin [5] for
the proof and historical detail). Thus {2 is Chaitin random.

2.3 Partial Randomness

In the works [I2/T3], we generalized the notion of the randomness of a real
number so that the degree of the randomness, which is often referred to as the
partial randomness recently [2J9U3], can be characterized by a real number T
with 0 < T <1 as follows.

Definition 1 (weak Chaitin T-randomness). Let T € R with T > 0. For
any o € R, we say that o is weakly Chaitin T-random if there exists ¢ € N such
that Tn — ¢ < H(ay,) for alln € N*. |

Definition 2 (T-compressibility). Let T € R with T > 0. For any o € R,
we say that o is T-compressible if H(ay,) < Tn + o(n), which is equivalent to
limsup,,_,o H(a,)/n <T. O

In the case of T' = 1, the weak Chaitin T-randomness results in the weak Chaitin
randomness. For every T' € [0,1] and every a € R, if a is weakly Chaitin 7-
random and T-compressible, then

lim
n—oo n

~T (3)

The left-hand side of (8] is referred to as the compression rate of a real num-
ber « in general. Note, however, that [B)) does not necessarily imply that « is
weakly Chaitin T-random. Thus, the notion of partial randomness is a stronger
representation of compression rate.

Definition 3 (Chaitin T-randomness, Tadaki [12/13]). Let T € R with
T > 0. For any o € R, we say that a is Chaitin T-random if lim,,_, H(ay,) —
Tn = oo. a

In the case of T' = 1, the Chaitin T-randomness results in the Chaitin random-
ness. Obviously, for every T € [0, 1] and every « € R, if « is Chaitin T-random,
then a is weakly Chaitin T-random. However, in 2005 Reimann and Stephan
[9] showed that, in the case of T' < 1, the converse does not necessarily hold.
This contrasts with the equivalence between the weak Chaitin randomness and
the Chaitin randomness, each of which corresponds to the case of T = 1. Re-
cently, Kjos-Hanssen [8] showed that the distinction between the weak Chaitin
T-randomness and the Chaitin T-randomness has important applications to the
research on the notion of T-capacitability and its related notions [710].
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3 The Previous Results

In this section, we review some results of the statistical mechanical interpretation
of AIT, developed by our former work [I4]. We first introduce the notion of
thermodynamic quantities into AIT in the following manner.

In statistical mechanics, the partition function Zgy,(T), free energy Fym(T),
energy Egm(T'), entropy Ssm(T'), and specific heat Csy, (T') at temperature T' are
given as follows:

Zam(T) = 3 e w0, Fon(T) = —kpT In Zom(T),
rzeX
— 1 kgT _ Esm (T) - Fsm (T)
Eun(T) 2 (T) ;E; E.e Sem(T) T . (@)
d
C(sm (T) dTE%m (T)7

where X is a complete set of energy eigenstates of a quantum system and E,, is
the energy of an energy eigenstate x. The constant kp is called the Boltzmann
Constant, and the In denotes the natural logarithmﬁ

We introduce the notion of thermodynamic quantities into AIT by perform-
ing Replacements [I] below for the thermodynamic quantities (@) in statistical
mechanics.

Replacements 1

(i) Replace the complete set X of energy eigenstates x by the set domU of all
programs p for U.
(ii) Replace the energy E,. of an energy eigenstate x by the length |p| of a program
p.
(iii) Set the Boltzmann Constant kg to 1/1n2. O

For that purpose, we first choose a particular recursive enumeration p1, ps, ps,
P4, - .. of the infinite r.e. set dom U as the standard one for use throughout the
rest of this paperE Then, motivated by the formulae (@) and taking into account
Replacements [I} we introduce the notion of thermodynamic quantities into AIT
as follows.

Definition 4 (thermodynamic quantities in AIT, [14]). Let T be any real
number with T > 0.

2 For the thermodynamic quantities in statistical mechanics, see e.g. Chapter 16 of [I]
and Chapter 2 of [I5]. To be precise, the partition function is not a thermodynamic
quantity but a statistical mechanical quantity.

3 Actually, the enumeration {p;} can be chosen quite arbitrarily, and the results of
this paper is independent of the choice of {p;}. For simplicity, however, we require
{p:} to be a recursive enumeration of dom U in this paper.
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(i) The partition function Z(T) at temperature T is defined as limg_ oo Zx(T)

where
k

zry =Y 2%
i=1
(i) The free energy F(T) at temperature T is defined as limy_, oo Fy,(T') where
Fk(T) = —T10g2 Zk(T)
(ii) The energy E(T) at temperature T is defined as limy_,oc Ex(T') where

k
1 _ el
Ek:(T) - Zk(T) ;:1 |p1| 277

(iv) The statistical mechanical entropy S(T) at temperature T is defined as
limg— oo Sk(T') where

Ex(T) _Fk(T).

Sp(T) = T
(v) The specific heat C(T') at temperature T is defined as limy_,oc Cy(T) where
Cy(T) = E|(T), the derived function of Ey(T). a

Note that Z(1) = {2 in particular. Then Theorems [I] and [ below hold for these
thermodynamic quantities in AIT.

Theorem 1 (properties of Z(T) and F(T), [12/13/14]). Let T € R.

(i) If 0 < T <1 and T is computable, then each of Z(T) and F(T) converges
and is weakly Chaitin T-random and T-compressible.
(i) If 1 < T, then Z(T') and F(T) diverge to co and —oo, respectively. O

Theorem 2 (properties of E(T), S(T), and C(T), [14]). Let T € R.

(i) If 0 < T < 1 and T is computable, then each of E(T), S(T), and C(T)
converges and is Chaitin T-random and T-compressible.

(i) If 1 < T, then both E(T) and S(T) diverge to co. In the case of T =1, C(T)
diverges to oo O

The above two theorems show that if 7" is a computable real number with
T € (0,1) then the temperature T equals to the partial randomness (and there-
fore the compression rate) of the values of all the thermodynamic quantities in
Definition

Note that, in statistical mechanics or thermodynamics, among all thermody-
namic quantities one of the most typical thermodynamic quantities is temper-
ature itself. Thus, inspired by this fact in physics and the above observation
on the role of the temperature T in our statistical mechanical interpretation of
AIT, the following question arises naturally: Can the partial randomness of the
temperature T' equal to the temperature T itself in our statistical mechanical
interpretation of AIT 7 This question is rather self-referential. However, we can
answer it affirmatively in the following form.

* Tt is still open whether C(T") diverges or not in the case of T > 1.



428 K. Tadaki

Theorem 3 (fixed point theorem on partial randomness, [14]). For ev-
ery T € (0,1), if Z(T) is computable, then T is weakly Chaitin T-random and
T-compressible, and therefore lim,, ... H(T,)/n="T. a

Theorem [ is just a fixed point theorem on partial randomness, where the
computability of the value Z(T') gives a sufficient condition for a real number
T € (0,1) to be a fixed point on partial randomness. Thus, the above observation
that the temperature T equals to the partial randomness of the values of the
thermodynamic quantities in the statistical mechanical interpretation of AIT is
further confirmed. In this paper, we confirm this observation much further by
showing that fixed point theorems of the same form as Theorem [3] hold also for
free energy F(T), energy E(T), and statistical mechanical entropy S(T'). For
completeness, we include the proof of Theorem [Blin Appendix [Al

4 The Main Results

The following three theorems are the main results of this paper.

Theorem 4 (fixed point theorem by free energy). For every T € (0,1), if
F(T) is computable then T is weakly Chaitin T-random and T -compressible. O

Theorem 5 (fixed point theorem by energy). For every T € (0,1), if E(T)
is computable then T is Chaitin T -random and T -compressible. a

Theorem 6 (fixed point theorem by statistical mechanical entropy).
For every T € (0,1), if S(T) is computable then T is Chaitin T-random and
T'-compressible. a

First, note that the weak Chaitin T-randomness of 7" in Theorems[3]is strengthen
to the Chaitin T-randomness of T', in Theorems [Bl and [G

The proof of Theorem @ uses Theorems [§ [0} and @Il below. On the other
hand, the proofs of Theorems [B] and [6] use Theorems @ [0, and [IT] below. All
these proofs also use Theorem [7] below, where the thermodynamic relations in
statistical mechanics are recovered by the thermodynamic quantities of AIT.
We describe the detail of the proofs of Theorems[d] Bl and [6lin the next section.
Compared with the proof of Theorem [ the proofs of Theorems [{ and [{ are
more delicate.

Theorem 7 (thermodynamic relations)

(i) F(T) = =Sk(T), E}(T) = Cx(T), and S;,(T) = Cx(T)/T for every k € N*
and every T € (0,1).

(i) F'(T)=-S(T), E'(T) =C(T), and S"(T) = C(T)/T for every T € (0,1).

(iii) Si(T),Cx(T) > 0 for every k € N* and every T € (0,1). There exists

ko € Nt such that, for every k > ko and every T € (0,1), Sk(T), Cr(T) > 0.

Moreover, S(T),C(T) > 0 for every T € (0,1). O
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The proof of Theorem [ uses Lemma [ below. For each T' € (0,1), we de-
fine W(T) and Y (T) as limg— 0o Wi(T) and limg_, Y% (T), respectively, where

[pi

[24]
Wi(T) =30 [pi 277 and Vi (T) = 0 [pif* 27 7.
Lemma 1

(i) For every T € (0,1), the limit values Z(T'), W(T'), and Y (Z) ewist, and are
positive real numbers.
(ii) The sequence {Zy(T)}i of functions of T is uniformly convergent on (0,1) in
the wider sense. The same holds for the sequences {Wy(T)}x and {Yi(T )}x.
(iii) The function Z(T) of T is continuous on (0,1). The same holds for the
functions W(T) and Y (T)).

Proof. (i) Suppose that T is an arbitrary real number with T € (0, 1).

First, we show that Y;(T') converges as k — oo. Since T' < 1, there is [p € N*
such that ) loga ]

082
-2 >1
T I -

for all I > ly. Then, since limy_, |px| = 0o, there is kg € N such that |p;| > lg
for all 4 > kg. Thus, we see that, for each i > ko,

1 7210g2|m|

‘pi‘QQ*IPT” :27<T [pi] )Ipil < o~ Ipil,

Hence, for each k > kg,

k k
[P .
Vi(T) = Yio(T)= > IpifP277 < Y 27l <0=2().
i=ko+1 i=ko+1

Therefore, since {Y%(T)}x is an increasing sequence of positive real numbers
bounded to the above, it converges to a positive real number as k — oo, as
desired.

Note that 0 < Z(T) < Wi(T) < Yi(T) for every k € NT, and the sequences
{Zk(T)}1, and {Wi(T)}x of positive real numbers are increasing. It follows that
Z,(T) and Wy(T') converge to a positive real number as k — oo.

(i) Note that, for every k € NT and every t,T € (0,1) with t < T,

oo (oo}

0<Z(t) - Zet)= Y 2~ < 3 2" = 2(1) - Z(1),
i=k+1 i=k+1

It follows that the sequence {Zy(T)} of functions of T is uniformly convergent
on (0, 1) in the wider sense. In the same manner, we can show that the sequences
{Wi(T)}r and {Yx(T)}r are uniformly convergent on (0, 1) in the wider sense.

(iii) Note that, for each k¥ € NT, the mapping (0,1) > T — Zx(T) is a
continuous function. It follows from Lemmalll (ii) that the function Z(T') of T' is
continuous on (0,1). In the same manner, we can show that the functions W (T')
and Y (T') of T are continuous on (0, 1). O
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Proof (of Theorem[7). (i) First, from Definition [l we see that, for every k € N*
and every T € (0,1),

Fi(T) = —T'logy Zy(T),
W (T)

SU(T) = gogs ) + 108 (D). )
Z4,1) = 2Iwao) )
WLT) = s V(D) (®)

Thus, by straightforward differentiation, we can check that the relations of The-
orem [7 (i) hold. For example, it follows from () and (B that, for every k € NT
and every T € (0,1),

1 Wi(T) 1 Z(T)

S(T) T2 Z(T) " In2 Zy(T)

1
= L BL(T)
Using the definition Cy(T) = E/(T') and the equation () we see that, for every
k € Nt and every T € (0,1), S.(T) = Cx(T)/T.

(ii) From (@), (@), @), and the definition Cy(T) = E,(T), we see that, for
every k € Nt and every T € (0,1),

m2 [ Yi(T) (Wi(T)\?
Using Lemma [I above and the equations (@) and (@), we can check that the
sequences {—Sk(T)}k, {Cr(T) }r and {Cx(T) /T '} 1, of functions of T are uniformly
convergent on (0, 1) in the wider sense. Thus, Theorem [7] (ii) follows immediately
from Theorem [ (i).
(iii) From (@) we see that, for every k € N* and every T € (0, 1),

~Ipil ~rdl

ko= 2
Sk(T) = —2 2o(T) % 7,1

Thus, Si(T) > 0 for every k € NT. We also see that, for every k > 2 and every
T € (0,1),

_lp1l _lp1l
S(T)>—2 Tlog2 "0
T4 T )
Hence, for every T € (0, 1),
Ip1l IP1]
2= 2=
sry>-= " ">

2(1) 8 7(1)
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On the other hand, from (@) we see that, for every k € Nt and every T’ € (0,1),

|2

mQE}mz 1. (10)

Thus, C(T) > 0 for every k € Nt and every T € (0, 1). We note that there exists
| € NT such that |p;| < |p;| for every i € N*. It is then easy to see that there
exists ko € NT such that, for every k > ko and every T € (0,1), |pi| < Ex(T).
This is because there exists ¢ € Nt such that [p;| < |p;|. Thus, by ([I0) we see
that, for every k > max{l, ko} and every T € (0,1),

_ el

ln2 2 T
It is also easy to see that |p)| < E(T) for every T € (0,1). It follows from (IIJ)
that C(T') > 0 for every T € (0,1). ]

Theorem 8. Let f: (0,1) — R. Suppose that f is increasing and there exists
g: (0,1) x Nt — R which satisfies the following four conditions:

(i) img_oo g(T, k) = f(T) for every T € (0,1).

(i1) {(g,r, k) € Qx (QN(0,1)) x N* | g < g(r,k)} is an r.e. set.

(iti) For every T € (0,1), there exist a € N, kg € N, and t € (T, 1) such that,
for every k > ko and every x € (T,t), g(x, k) — g(T, k) < 2%x —T).

() For every T € (0,1), there exist b € N and ki € Nt such that, for every
k > kl;

< g k1) — g1 )
Then, for every T € (0,1), if f(T) is right-computable then T is weakly Chaitin
T-random.

Proof. The proof of Theorem [}l is obtained by slightly simplifying the proof of
Theorem [@ below. O

Theorem 9. Let f: (0,1) — R. Suppose that f is increasing and there exists
g: (0,1) x NT — R which satisfies the following four conditions:

(i) img_oo g(T, k) = f(T) for every T € (0,1).
(i1) {(q,r, k) € Qx (QN(0,1)) x N* | g < g(r, k)} is an r.e. set.
(iii) For every T € (0,1), there exist a € N, kg € N*, and t € (T, 1) such that,
for every k > ko and every x € (T,t), g(x, k) — g(T, k) < 2%x —T).
(iv) For every T € (0,1), there exist b € N, ¢ € N*, and ky € NT such that, for
every k > kq,
[Prt1l
pral27 7 < g(Tok 4 1) — g(T k).
Then, for every T € (0,1), if f(T) is right-computable then T is Chaitin
T-random.
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Proof. Suppose that f(T) is right-computable and T" € (0, 1). Then there exists
a total recursive function h: NT — @ such that f(T) < h(m) for all m € N
and lim,, o h(m) = f(T).

Since the condition (iii) holds for g, there exist a € N, kg € N*, and ¢t € (T, 1)
such that

9(337k) - g(Tv k) < QE(J; - T) (12)

for every k > ko and every x € (T,t). We choose any one ng € N such that
0.7T,+2~™ < tfor alln > ng. Such ng exists since T’" < t and lim,, o 0.7, +27" =
T. Since Ty, is the first n bits of the base-two expansion of T" with infinitely many
zeros, we further see that T' < 0.7, + 27" < t for all n > ng.

On the other hand, since the condition (iv) holds for g, there exist b € N,
c € NT, and k; € Nt such that

[Pl

‘pk+1|627 T b < g(Ta k+ 1) - g(Ta k)

for every k > k1. Without loss of generality, we can assume that k; = kg. Thus,
since g(T, k) is increasing on k with k& > ko and the condition (i) holds,

e 2 0 < (T) — g(T. k) (13)

if i >k > k.

Now, given T}, with n > ng, one can effectively find k., m. € NT such that k, >
ko and h(m.) < g(0.T,,+27", ke). This is possible because f(T") < f(0.7,,+27"),
limg 00 (0.7, + 27", k) = (0.7}, + 27 ™), and the condition (ii) holds for g. It
follows from f(T') < h(m.) and ([[2)) that f(T) — g(T, ke) < g(0.T,, + 27", ke) —

g(T, ke) < 297" Tt follows from (I3)) that, for every i > ke, |pi|“2~ ol < 207n
and therefore ¢T'log, [pi| — (a + b)T < |pi| — T'n. Thus, by calculating the set
{U(p;) | i < ke} and picking any one finite binary string s which is not in this
set, one can then obtain s € {0, 1}* such that ¢T'logy, H(s)—(a+b)T < H(s)—Tn.

Hence, there exists a partial recursive function ¥: {0,1}* — {0, 1}* such that
cTlogy, HW(T,)) — (a+0)T < HW(T,)) —Tn

for all n > ngy. Applying this inequality to itself, we have ¢T'logo n < H(¥(T},)) —
Tn + O(1), for all n € N*. On the other hand, using (), there is cy € N
such that H(W(T,)) < H(T,) + cy for all n > ng. It follows that ¢T'logsn <
H(T,) — Tn+ O(1). Hence, T is Chaitin T-random. O

Theorem 10. Let f: (0,1) — R. Suppose that f is increasing and there exists
g: (0,1) x NT — R which satisfies the following three conditions:

(i) For every T € (0,1), limg_,o0 g(T\ k) = f(T).
(ii) For every Ty, Ty € (0,1) with Ty < Ty, there exists kg € NT such that, for
every k > ko and every x € [T1,Ts], g(z, k) < f(x).
(iii) {(q,m, k) € Q x (QN(0,1)) x N* | ¢ < g(r,k)} is an r.e. set.
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Then, for every T € (0,1), if f(T) is right-computable then T is also right-
computable.

Proof. Suppose that T' € (0,1). We choose any t1,to € Q with 0 < t; < T <
to < 1. Then, since the condition (ii) holds for g, there exists kg € N such that
g(x, k) < f(z) for every k > ko and every x € [t1,t2]. Suppose further that f(7T)
is right-computable. Then there exists a total recursive function h: N* — Q such
that f(T) < h(m) for all m € N* and lim,, o h(m) = f(T). Thus, since f is
increasing and the condition (i) holds for g, we see that, for every r € QN[t1, o,
T < rif and only if 3m Ik > ko h(m) < g(r, k). Since the condition (iii) holds
for g, the set {r € QN[t1,t2] | Im Ik > ko h(m) < g(r, k) } is r.e. and therefore
the set {r € QN [t1,t2] | T < r} is r.e. It follows from T € (¢1,t2) that T is
right-computable. O

Theorem 11. Let f: (0,1) — R. Suppose that there exists g: (0,1) x NT — R
which satisfies the following siz conditions:

(i) For every T € (0,1), limg_,o0 g(T\ k) = f(T).
(11) For every T € (0,1), there exists kg € N* such that, for every k > ko,
9(T, k) < f(T).
(iti) For every T € (0,1), there exist a € N, ky € N, and t € (T,1) such that,
for every k > k1 and every x € (T, t), g(x, k) — g(T, k) > 27%(x —T).
(iv) For every T € (0,1), there exist b € N, ¢ € N, and ko € NT such that, for
every k > ko,

(T, k+1) = g(T, k) < |ppgy|" 27 oo/ Te,

(v) For each k € N, the mapping (0,1) 3 T — g¢(T, k) is a continuous function.
(vi) {(g,r, k) € Q x (QN(0,1)) x NT | g > g(r,k)} is an r.e. set.

Then, for every T € (0,1), if f(T) is left-computable and T is right-computable,
then T is T-compressible.

Proof. Suppose that T € (0,1). Since the condition (ii) holds for g, there exists
ko € NT such that
9(T,k) < f(T) (14)

for every k > kq. Since the condition (iii) holds for g, there exist a € N, k; € Nt
and ¢ € (T,1) such that

9(x, k) —g(T,k) =2 27(z - T) (15)

for every k > ky and every x € (T,t). Since the condition (iv) holds for g, there
exist b € N, c € N, and ks € NT such that

g(T,k + 1) - g(T, k‘) < ‘pk+1‘b2_|Pk+1|/T+c (16)

for every k > ko. Without loss of generality, we can assume that kg = k1 = ko.
Suppose further that 7" is right-computable and f(T) is left-computable. Then
there exists a total recursive function A: N* — Q such that T < A(l) < t for
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all I € Nt and lim; ., A(l) = T, and there exists a total recursive function
B: NT — Q such that B(m) < f(T) for all m € N* and lim,, .. B(m) = f(T).

Let u be an arbitrary computable real number with 7' < v < 1, and let
B =3 pi|” 271P11/4 Note that this limit exists and is weakly Chaitin u-
random (see Theorem 3.2 (a) of [I3] and Theorem 3 (i) of [14]). Thus, the
base-two expansion of 3 contains infinitely many zeros and infinitely many ones.

Given n and By, (i-e., the first [T'n/u] bits of the base-two expansion of
B —|B]), one can effectively find k. € N* such that k. > ko and

k
= _Imal
i=1
This is possible since 0.8y, /) + [8] < 8 and = limg oo Zle \pi|b2_|pi|/“.
Since B — (0.8;rn/u) + [B]) < 2-[Tn/ul < 9=Tn/u it is then shown that

i Ivs| ke Ivs|
D pd'2m == iplt 2 <2
i=ke+1 i=1

Raising both ends of this inequality to the power /T and using the inequality
2% +y* < (x4 y)? for real numbers z,y > 0 and z > 1, we have

- ol = u il
> pil’27 " < > pil ¥ 277 <2,
i=ke+1 i=ke+1
Using ([I@) and the condition (i), it follows that
- b 7|p7"| c c—n
FT) = g(Toke) < D Ipil"27 7 Te<2emm, (17)
i=ke+1

On the other hand, since the condition (v) holds for g, (T, ke )=lim;—, o g(A(1) ke )-
Obviously, ¢(T, k.) < f(T') by ([d). Thus, since the condition (vi) holds for g,
one can then effectively find l.,m. € N such that g(A(l.), k) < B(me). It
follows from (I7) and (I&]) that

27> f(T)=g(T, ke) > Bme) —g(T, ke) > g(A(le), ke) —g(T, ke) > 27 (A(le) =T).

Thus, 0 < A(l.)—T < 29T~ Let r,, be the first n bits of the base-two expansion
of the rational number A(l.) with infinitely many zeros. Then | A(le) — 0.1y, | <
27", Tt follows from |T — 0.7, | < 27" that |0.T,, — 0.r, | < (207¢ + 2)27",
Hence, Ty, =y, Tn 1, 1y £2, ..., 7,y £(297¢+ 1), where T, and r,, are regarded
as a dyadic integer. Thus, there are still 2¢1¢*! + 3 possibilities of T},, so that
one needs only a + ¢+ 3 bits more in order to determine 7,.

Thus, there exists a partial recursive function @: N* x {0,1}* x {0,1}* —
{0,1}* such that, for every n € Nt there exists s € {0,1}* with the properties
that |s| = a4+ ¢+ 3 and &(n, Brry/u),8) = T It follows from @) that H(T,) <
|Brrnu) | +0(n) < Tnj/u+o(n), which implies that T' is T'/u-compressible. Since
u is an arbitrary computable real number with T' < u < 1, it follows that T is
T-compressible. a
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5 The Proofs of the Main Results

In this section we complete the proofs of our main results; Theorems @l Bl and

5.1 The Proof of Theorem [l

We first complete the proof of Theorem @ based on Theorems [7 B, [0, and [IT]
as follows.

Let f: (0,1) — R with f(T) = —F(T), and let g: (0,1) x N* — R with
g(T,k) = —Fy(T). First, it follows from Theorem [7 (ii) and (iii) that f is in-
creasing.

Obviously, limg_.oc g(T, k) = f(T) for every T € (0,1). Using the mean value
theorem we see that, for every T' € (0,1) and every k € NT|

7|Pk+1| 7|Pk+1|
T T

<InZ T)—InZy(T) <
Zer(T) k+1(T) k(T)

It follows that, for every T' € (0,1) and every k € Nt g(T,k) < g(T,k +
1) and therefore ¢g(T,k) < f(T'). At this point, the conditions (i) and (ii) of
Theorem [§ all conditions of Theorem [I0] and the conditions (i), (ii), (v), and
(vi) of Theorem [l hold for g.

Using ([IR) we see that, for every T € (0,1) and every k € NT,

Zu(T) (18)

[Pkt1] Pkl
T

T2~ " T2
T k+1)—g(T .
Zoa (T2 S ITEFD=g(TR) < )

Thus, the condition (iv) of Theorem B and the condition (iv) of Theorem [Tl hold
for g.
Using the mean value theorem and Theorem [ (i) and (iii), we see that

Su(T)(x — T) < glw, k) — g(T\ k) < Si(t)(a — T) (19)

for every k € NT and every T,z,t € (0,1) with T < x < t. On the other hand,
we see that, for every k € N* and every T € (0, 1),

Zk(T) |pk+1‘ — Wk(T) 9- |Pk-;r1|
Zi1(T) Zi(T) '

Recall here that, for every T € (0,1), limg—oo Zx(T) and limy_, o Wi (T') exist
and are positive by Lemma [I] (i). It follows from limy_ . |pr+1| = oo that, for
every T € (0,1), there exists kg € N* such that, for every k > ko, Ex(T) <
Ei41(T) and therefore Si(T') < Sk+1(T) by ([I¥). Using Theorem [ (iii), we see
that, for every T € (0,1), there exists ky € NT such that, for every k > ky,
0 < Sk, (T) < Si(T) < S(T). Thus, using @A), for every T,t € (0,1) with
T < t, there exists k3 € NT such that Sk,(T) > 0 and for every k > ky and
every x € (T,t), Sk, (T)(x —T) < g(x, k) —g(T, k) < S(t)(x —T). Therefore, the
condition (iii) of Theorem [ and the condition (iii) of Theorem [T1] hold for g.

Thus, Theorem [ Theorem [0 and Theorem [l result in the following three
theorems, respectively.

Epi(T) — Ex(T) =
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Theorem 12. For every T € (0,1), if F(T) is left-computable then T is weakly

Chaitin T-random. O
Theorem 13. For every T € (0,1), if F(T) is left-computable then T is right-
computable. O
Theorem 14. For every T € (0,1), if both F(T) and T are right-computable
then T is T -compressible. a

Theorem M follows immediately from these three theorems.

5.2 The Proof of Theorem

We complete the proof of Theorem Bl based on Theorems [1 [ 00, and 1], as
follows.

Let f:(0,1) — R with f(T) = E(T), and let g: (0,1) x Nt — R with
9(T, k) = Ex(T). First, by Theorem[Tl(ii) and (iii), we see that E'(T") = C(T) > 0
for every T' € (0,1). Thus f is increasing.

Obviously, limg_.o g(T, k) = f(T') for every T € (0,1). At this point, the
conditions (i) and (ii) of Theorem[d the conditions (i) and (iii) of Theorem [0,
and the conditions (i), (v), and (vi) of Theorem [I1] hold for g.

We see that, for every k € NT and every T € (0, 1),

Zk(T) |pk+1‘ — Wk(T) _ |Pk-;r1|
Zi1(T) Zi,(T) ’
Recall here that, for every T € (0,1), limg—oo Zx(T) and limy_, o Wi (T') exist

and are positive by Lemma [II (i). It follows from limy_ . |pr+1| = oo that, for
every T € (0,1), there exist a € N, b € N, and ko € N such that, every k > ko,

Epp1(T) — Ex(T) = (20)

|2 " < (T k1) = g(T k) < [ 27 7 1)
Thus, the condition (iv) of Theorem @ and the condition (iv) of Theorem [Tl hold
for g. It follows from (ZI)) that, for every T € (0, 1), there exists kg € NT such
that, every k > ko, (T, k) < g(T, k+1) and therefore g(T', k) < f(T). Thus, the
condition (ii) of Theorem [I1] holds for g.

Using Lemma [ (ii) and (iii) in addition to Lemma [ (i), we can show a
stronger statement than the inequalities (2I)). The stronger statement for the
lower bound of (2I]) is needed here. That is, based on (20), Lemma [I and
limg oo |pr+1| = 00, we can show that, for every T1,T5 € (0,1) with T3 < Tb,
there exist @ € N and ko € N such that, every k > ko and every = € [Ty, Tb],

el 2" 0 < gl k£ 1) — gl B).
It follows that the condition (ii) of Theorem [I holds for g.

Now, using the mean value theorem and Theorem[T] (i), we see that, for every
k € Nt and every T,z,t € (0,1) with T < x < t, there exists y € (T,z) such
that

g(x, k) —g(T, k) = Cy(y)(x = T). (22)
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On the other hand, using ([@) we see that, for every k € NT and every T € (0, 1),
Ci41(T) — Cr(T) is calculated as

In 2 2_|ka+1| | 2o Wk+1(T)+Wk(T) | |
T2 Zyir (T) Pk+1 Zor(T) Z(T) Pk+1

Thus, based on Lemma [l and limg_. |pr+1] = 00, we can show that, for every
Ty, Ty € (0,1) with T} < T5, there exist a € N and ky € NT such that, every
k > ko and every y € [T1, T3],

_ |T’k+1|

‘pk+1‘2 2 v T < Ck-l—l(y) - Ck(y)

It follows from Theorem/[T] (iii) that, for every T1,T € (0,1) with T} < T5, there
exist a € N and kg € N such that, every k > ko and every y € [Ty, Tb],

0< mianO([Tl,Tg]) < Ck(y) < maXC([Tl,TQ]), (23)

where min Cy, ([T1,72]) = min{ Ck,(2) | z € [T1,T2] } and maxC([T1,T2]) =
max{ C(z) | z € [T1,T»] }. In particular, max C([T1, T2]) exists. This is because
the function C(T') of T is continuous on (0,1) by Lemma [l and ([@). It follows
from 22) and ([23) that, for every T,¢ € (0,1) with T < ¢, there exist a € N,
b € N, and ko € N such that, for every k > ko and every x € (T,t),2"%(z—T) <
g(x, k) — g(T,k) < 2°(x — T). Therefore, the condition (iii) of Theorem [ and
the condition (iii) of Theorem [l hold for g.

Thus, Theorem [@ Theorem [I0, and Theorem [l result in the following three
theorems, respectively.

Theorem 15. For every T € (0,1), if E(T) is right-computable then T is
Chaitin T -random. O

Theorem 16. For every T € (0,1), if E(T) is right-computable then T is also
right-computable. O

Theorem 17. For every T € (0,1), if E(T) is left-computable and T is right-
computable, then T is T-compressible. a

Theorem [ follows immediately from these three theorems.

5.3 The Proof of Theorem

In a similar manner to the proof of Theorem[Bldescribed in the previous subsection,
we can prove Theorem[@], based on Theorems[7, [@, [0, and [Tl It is easy to convert
the proof of Theorem [linto the the proof of Theorem[f, because of the similarity
between E; (T') = Cy(T') and S,(T) = Cx(T')/T given in Theorem[T (i).
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6 Some Properties of the Sufficient Conditions

In this section, we investigate some properties of the sufficient conditions for T’
to be a fixed point in the fixed point theorems on partial randomness.

First note that the function F(T') of T is a decreasing continuous function on
(0,1) by Theorem [1 (ii) and (iii), and the set of all computable real numbers is
dense in (0, 1). Thus, we can easily show the following theorem for the sufficient
condition of Theorem[dl The exactly same theorem holds for each of Z(T), E(T),
and S(T) also.

Theorem 18. The set {T € (0,1) | F(T) is computable} is dense in (0,1). O

Since the relation F(T) = —T'log, Z(T') holds from Definition [ we can show
the following theorem.

Theorem 19. There does not exist T € (0,1) such that both Z(T) and F(T)
are computable.

Proof. Contrarily, assume that both Z(T') and F(T) are computable for some

€ (0,1). Since F(T) = —Tlog, Z(T) and 0 < Z(T) < 1, it is easy to see
that T' is computable. It follows from Theorem[Il (i) that Z(T') is weakly Chaitin
T-random. However, this contradicts the assumption that Z(7T') is computable,
and the result follows. O

Thus, the computability of F/(T') gives completely different fixed points from the
computability of Z(T'). This implies that neither the computability of Z(7T') nor
the computability of F(T') is the necessary condition for T to be a fixed point
on partial randomness at all.

In a similar manner, we can prove the following two theorems using the rela-
tions S(T") = E(T)/T +1logy Z(T') and S(T') = (E(T) — F(T))/T, respectively.

Theorem 20. There does not exist T € (0,1) such that Z(T'), E(T'), and S(T)
are all computable. a

Theorem 21. There does not exist T € (0,1) such that F(T), E(T), and S(T)
are all computable. O

Using the property of a fixed point in the fixed point theorems, we can show the
following theorem.

Theorem 22. S,NS, = 0 for any distinct computable real numbers a,b € (0,1],
where Sq = {T € (0,1) | Z(aT) is computable}.

Proof. Let T € (0,1), and let a be a computable real number with a € (0, 1].
Suppose that Z(aT') is computable. Then, by Theorem[Bl lim,, . H((aT),)/n =
aT'. It follows from H((aT'),) = H(T,,) + O(1) that lim, .. H(T,)/n = aT.
Thus, for every computable real numbers a,b € (0,1], if S, N Sy # 0 then
a=b. O
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As a corollary of Theorem 22] we have the following, for example.

Corollary 1. For every T € (0,1), if Z(T) is computable, then Z(T/n) is
not computable for every n € N with n > 2. In other words, for every T €
(0,1), if the sum Y .2, 2-IPil/T s computable, then the corresponding power sum
pOya (2_|Pi|/T)n is not computable for every n € N with n > 2. g
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A The Proof of Theorem

For completeness, we prove here Theorem [B based on Theorems [8], [0, and [I]
in a similar manner to the proof of Theorem Ml given in Section [l

Let f:(0,1) — R with f(T) = Z(T), and let g: (0,1) x Nt — R with
g(T,k) = Zy(T). First, it follows that f is increasing.

Obviously, limg_—o g(T, k) = f(T) for every T € (0,1). It follows that, for
every T € (0,1) and every k € N*,

Pkl
T

g(T k+1)—g(T, k)=

Thus, for every T € (0,1) and every k € N*, g(T, k) < g(T,k+ 1) and therefore
9(T,k) < f(T). At this point, the conditions (i), (ii), and (iv) of Theorem [§
all conditions of Theorem [I0, and the conditions (i), (ii), (iv), (v), and (vi) of
Theorem [I1] hold for g.
Using the mean value theorem we see that, for every k¥ € NT and every
T,z,t € (0,1) with T < x < ¢,

In2 In2

s WilT)(x = T) < g, k) = g(T k) < 7y Wi(0)(z = T),

where Wi (T) = Zle |pi| 2~ ! , as defined before Lemma [I] in Section [ Note
that, for every t € (0,1), Wi(t) is increasing on k, and W (t) = limg_,oc Wi(?)
exists by Lemma [T (i). Thus we see that

In2 In2

12 WI(T)(‘T _T) < g(a:, k) _g<T7 k) < T2 W(t)($ _T)a

for every k € Nt and every T,z,t € (0,1) with T < x < t. Therefore, the
condition (iii) of Theorem [§ and the condition (iii) of Theorem [[1] hold for g.

Thus, Theorem [ Theorem [I0 and Theorem [l result in the following three
theorems, respectively.

Theorem 23. For everyT € (0,1), if Z(T) is right-computable then T is weakly
Chaitin T'-random. O

Theorem 24. For every T € (0,1), if Z(T') is right-computable then T is also
right-computable. O

Theorem 25. For every T € (0,1), if Z(T) is left-computable and T is right-
computable, then T is T-compressible. a

Theorem [3 follows immediately from these three theorems.



Decidability and Undecidability in Probability
Logic

Sebastiaan A. Terwijn*

Institute of Logic, Language and Computation
University of Amsterdam
Plantage Muidergracht 24
1018 TV Amsterdam
The Netherlands

Abstract. We study computational aspects of a probabilistic logic
based on a well-known model of induction by Valiant. We prove that
for this paraconsistent logic the set of valid formulas is undecidable.

1 Introduction

The probabilistic interpretation of quantifiers has a long tradition and has been
studied in many forms, often motivated by the difficulties of obtaining a complete
picture of the world outside the realm of mathematical formalisms. We will not
attempt to give an historical overview of the various approaches in the restricted
context of this brief paper, but instead confine the discussion to those sources
that are of direct relevance to it. More references to papers concerning probability
logic can be found in [6].

Valiant [10] and Terwijn [7] gave probabilistic interpretations of first-order
predicate logic based on Valiants model of pac-learning. In these interpretations
universal quantification in a model M is interpreted as “many”, where “many”
refers to a given probability distribution D on M and to a given error parame-
ter €. These probabilistic interpretations were partly motivated by considerations
from computational learning theory. In this paper our concern is not the induc-
tion of formulas but the study of probabilistic truth itself. Both [I0] and [7] are
predated by Keisler [5] (that also surveys many results of other researchers, no-
tably Hoover), in which a logic is studied with essentially the same probabilistic
interpretation of universal quantification, but with no other quantifiers, and with
a negation that is different from the one below. Our different interpretation of
negation allows for having the classical existential quantifier 3 in the logic, some-
thing that Keislers logic does not have. A logic with a measure quantifier was
also introduced by H. Friedman (cf. Steinhorn in [I]), but this logic is even less
related to ours than Keislers. A recent study of a probabilistic logic extending
classical predicate logic that is motivated by inductive probabilistic reasoning is
Jaeger [4].
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We start by repeating the definition of probabilistic truth from [7]. For un-
explained measure-theoretic terminology we refer to Doob [3]. Fix a first-order
language with predicates and constants, possibly with equality, but no function
symbols. Let M be a classical model (consisting of a universe with interpreta-
tions of the predicates in the language) and let D be a probability measure on
M, i.e. a measure such that D(M) = 1. For a D-measurable subset X C M
we will sometimes write Prp[X] instead of D(X), to emphasize that we think
of these measures as probabilities. For the moment we just assume that D is a
probability measure. We will discuss an additional property that one can impose
on D in Section

Given a property () for elements in a model M, and given an error param-
eter ¢, one can calculate (using Chernoff bounds, cf. [7]) how large a sample of
2’s from M should be to be able to assert with a certain confidence 1 — ¢ that at
least 1 — ¢ of the 2’s in M (in terms of the unknown measure D) satisfy ¢(z). In
the context of such large samples, we want Yxp(x) to mean that this is the case,
i.e. that at least 1 — ¢ of the a’s in M satisfy (). In contrast, we want Jxp(x)
to mean that an xz was found in the sample that satisfies ¢(x). =Jzp(x) should
mean that no such x was found, which is the same as saying that Va—o(x).
—Vap(z) means that not all sampled z’s satisfy ¢(x), that is, the sample con-
tains an x with —p(z), i.e. 3z—p(z). These considerations are reflected in the
following definition. Note that we do not model induction of formulas here; at
this point we are solely interested in probabilistic truth.

Definition 1.1. (Truth definition) Given ¢ € [0,1], we inductively define the
relation M E=p . ¢ as follows.

1. For every prime formula ¢ (i.e. ¢ atomic or the negation of an atomic for-
mula), M Ep. ¢ if M = o.

2. The logical connectives A and V are treated classically, e.g. M =p . ¢ A ¢
if it holds that M [=p . ¢ and M [=p . 9.

3. M [=p . Jxp(z) if there exists & € M such that M =p . o(z).

4. The case of negation is split into subcases as follows:
M1. For ¢ atomic, M f=p . - if M [=p . ¢. Furthermore, — distributes in
the classical way over V and A, e.g. M |Ep = (pAY) if M Ep . ~pV ).
A2. M =p ~Fzp(z) if M f=p - Vep(z).
3. M Ep. Vzp(z) if M Ep e Jz-0(z).
5. MEp:.p =9 if MEp. —p V.
6. M =p. Vap(z) if Prp[lz € M M Ep. p(z)] >1—e.

Note that in the above definition everything is treated classically, except the
interpretation of Vzp(z) in Case [6l The treatment of negation requires some
care, since we no longer have that M =p . = implies that M [~p . ¢ (though
the converse still holds).

Note that both M Ep . Jzp(x) and M Ep . Va—p(z) may hold, since the
interpretation of the first is the classical one, but the interpretation of the second
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is that most x’s satisfy —p(z). That is, the logic of =p . is paraconsistent.
In [7] the above definition is motivated. In particular, the asymmetry in the
interpretation of 3 and V is motivated by an interpretation in which the truth of
first-order statements in an unknown model is established with a given degree
of confidence by taking samples from the model.

Case Bl defines A — B as -A V B. We note that this is weaker than the
classical implication. Namely, the classical definition would say that B holds in
any model where A holds. Taking B = |, where L is an inconsistency such as
Jx(R(x) A —R(z)), we would thus obtain the classical negation of A. Taking for
A an existential statement, then since 3 expresses classical existence we would
thus also obtain the classical universal quantifier V, and our logic would become
a strong extension of classical predicate logic, which is not what we are after.
Instead, dxp(x) — L by definition means —Jxp(x) V L, which is the same
as Vax—(x). Thus the above definition of implication takes on a probabilistic
interpretation: If we interpret —A by saying that A is unlikely, then A — B
holds if whenever A holds it is likely that B holds.

Note that for € = 0 the truth definition does not coincide with the classical
one: If M [p o VzR(z) there can still be a set of D-measure zero of x’s with
—R(x). In the following we will exclude the pathological case of e = 1. Note that
for € =1 all universal statements are always true, for example.

Proposition 1.1. (Prenex normal form) Every formula ¢ is semantically equiv-
alent to a formula ¢’ in prenex normal form, that is, ¢’ satisfies M Epe ¢ <
M Ep. ¢ for all models M, D, ¢.

Proof. By Case [l in Definition [[LT] we may assume that the formula is free of
implications. Casedlin the definition allows us to rewrite all formulas by pushing
the negations inside, so that all negations occur only directly in front of an atomic
formula. We then pull all quantifiers outside: Clearly we can pull 3 outside over
the connectives A and V since 3 has the classical meaning. For V we have to
check that

o AVip(z) = Va(e Ap(z)) (1)
and
@ VVzip(z) = Va(e vV (z)) (2)

where = denotes semantic equivalence, and under the usual proviso about x not
occurring free in ¢. Indeed, for () we have

M p . Va(p AY(z)) <= I—;r [oAY@)] >1—¢
< @ APr [W(@)] >1-¢
= M p p ANVay(z).
The second statement is proved in exactly the same way, replacing A by V. 0O

Definition 1.2. We will use the following terminology: By a probabilistic model
we will mean a triple M, D, € as above, where € € [0, 1). In this case we also call
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the pair M, D an e-model. For a given €, a sentence ¢ is e-satisfiable if there
are M and D such that M |=p . ¢, and ¢ is e-valid if M |=p . ¢ for every M
and D. Furthermore, @ is probabilistically satisfiable if ¢ is e-satisfiable for some
e < 1.

Note that all models are necessarily nonempty since they are measure spaces.
From Proposition [[T] it is easy to see that for ¢ < &', every e-valid formula is
¢’-valid. See also Proposition 3.2l below. In Section 2 we will amend Definition [[.2]
by imposing an extra restriction on the probabilistic models.

Definition 1.3. Below we will use the shorthand notation 2 for a series of vari-
ables z1, ..., z,. Let us adopt here the convention that for a formula ¢(Z) with
free variables 2 it holds that M E=p . (%) whenever there are Z € M such that
M Ep.. ¢(Z). So we think of unbound variables as being existentially quantified.

2 The Measurability of Predicates

In Case [6 of Definition [[.T] we require in particular that the set

{reM: MEp. o)}

is D-measurable. One can argue that it is natural to require a bit more than
this, namely that

for every k-ary predicate R occurring in ¢ the set of k-tuples
satisfying R is D*-measurable, (3)

where DF denotes the product measure on M¥. This is a natural assumption:
When we are talking about probabilities over certain predicates we may as well
require that all such probabilities exist, even if in some cases this would not be
necessary. The property (@) and its consequences are discussed more extensively
in [§]. Henceforth, we will assume property (3).

3 The Set of 0-Valid Formulas

In this section we make some preliminary remarks about the set of 0-valid for-
mulas. We start by repeating an easy preliminary result from [7].

Lemma 3.1. Let D be a probability distribution on M such that for all x € M,
D({z}) # 0. Then for every formula ¢, M |= ¢ < M Epo ¢.

Proof. One direction follows from the fact that classical validity implies prob-
abilistic validity, since the only difference is that the probabilistic interpreta-
tion of V is weaker. For the converse direction, if D is as in the lemma and
Prplz € M : M Epyg ¢(z)] = 1 then in fact (Vo € M)[M [py ¢]. So
the interpretation of V is in fact the classical one, and hence every formula is
interpreted classically. O
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Proposition 3.1. The 0-valid formulas coincide with the classically valid
formulas.

Proof. That every classically valid formula is also probabilistically valid was
already noted above. For the converse, suppose that ¢ is not classically valid.
Then there is a countable model M such that M [ ¢. Since M is countable,
there is a distribution D on M such that for all x € M, D({z}) # 0. But then
by Lemma B M F~p o ¢. Hence ¢ is not 0-valid. O

Note however that we do not have that every 0-satisfiable sentence is classically
satisfiable; a counterexample is 3z R(x) A Ve—R(x).

Proposition 3.2. (Terwijn [7]) For all € < €', the set of e-valid formulas is
strictly included in the set of €' -valid onesl

Proposition 3.3. Let (&) be a formula with free variables T such that for every
probabilistic model M, D and every ¥ € M

Ve > 0(M Fp,c (7)) = M Ep,0 (7). (4)
If furthermore VYZp(Z) is e-valid for every e > 0, then YZp(Z) is 0-valid.

Proof. By induction on the number of V-quantifiers it suffices to prove this for
Vap(x), where ¢(x) satisfies [{@l). So suppose ¢(x) satisfies [{@l). Then

Ve >0 M p. Vop(z) = Ve >0 Prpla: M Ep.p(z)] >21—¢
= Ve >0 Prp[z: M Ep.p(z)] =1

o0

:%r(ﬂ {m:/\/llzp)i go(m)})zl

n=2

= Prp[z: M [=p p(z)] =1
= M Epo Yap(z).

Here the second to last implication follows because ¢ satisfies {@). So if for every
€ > 0 the sentence Vzp(x) is e-valid then it is O-valid. O

Following standard notation, let V"3 denote the class of L-sentences in prenex
form with at most n V-quantifiers followed by at most m 3-quantifiers. Similarly,
let 3* and V* denote the fragments defined by any finite number of 3 or V
quantifiers. Note that in contrast to the classical case, under the probabilistic
interpretation we do not have that for example the V2-fragment is closed under
conjunctions. To see this, notice that the pair of formulas ¢y = VaVyRxy A

! The proof in [7] actually does not take the extra measurability condition (@) into
consideration. However an alternative proof using similar ideas of this result can be
given that also respects (@).
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VaVy—Ryx and ¢ = VaVy(Rxy A “Ryx) are not semantically equivalent. One
can for example prove that whereas both formulas are é—satisﬁable, po has a
finite é—model, but ¢; has not, cf. [§]. Hence, to put ¢g in prenex form we have
to rename variables and put more than two quantifiers in the prefix.

Corollary 3.1. For every ¢ € V*3I*, if ¢ is not 0-valid then there is an € > 0
such that ¢ is not e-valid.

Proof. Tt suffices to note that every formula ¢ of the form 3P (%, %), where P is
a propositional combination of atomic predicates, satisfies ([]). This is because
if M ):D,e P(Z,y) then M )ZD’() P(Z,9). O

At this point we do not know whether Corollary 3] holds for all sentences ¢,
i.e. whether (., e-valid = 0-valid

4 The Undecidability of the e-Valid Formulas

In this section we prove that the set of e-valid formulas is undecidable for every e.
Note that for € = 0 the set of e-valid formulas coincides with the classically valid
formulas by Proposition 3], and hence is X9-complete.

Definition 4.1. Given a probabilistic model M, D and a subset X C M with
D(X) > 0, we define the restriction of M to X, denoted by MIX, as the model
with universe X obtained from M by restricting all relations to X, and with the
probability distribution on X defined by multiplying D with a factor 1/D(X).

Theorem 4.1. For every rational € € [0,1), the set of e-valid formulas is
X9-hard.

Proof. Suppose that 0 < m < n and that ¢ = 1 — . We build a many-one
reduction from the 0-valid formulas to the e-valid ones, i.e. we show that there is
a computable function f such that ¢ is O-valid if and only if f(y) is e-valid. Note
that this suffices since by Proposition [3.1] the 0-valid formulas coincide with the
classically valid ones, and these are of course undecidable.

The idea of the proof is to introduce new parts X, ... X, 1 into a given model
to “dilute” the meaning of the V-quantifiers in . We consider suitably relativized
versions pXi1-Xim of ¢ relative to fractions X, , ..., X;  of m out of the n X;’s.
In ¢Xi1-~Xim the existential quantifiers range over X;, and X, ..., X;, are used
to dilute the V quantifiers in such a way that ¢ holds in X;, with error 0 if and
only if @Xi1-+Xim holds in X;, U...U X;, with error 0. If X;, U...UX;  has
weight > " then the latter holds if and only if ¢ -+Xim holds in XoU...UX,_4
with error at most €. The main problem is to express all this correctly in such

2 Note however that the same proof will not work, since in general @) fails for Iv-
formulas. Corollary [3.I] was used in an earlier version of the proof of Theorem E1] in
which a reduction was built from the formulas in the ¥33-fragment. This fragment
is undecidable by a result of Surdnyi [2] Theorem 3.1.16]
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a way that a 0-countermodel to ¢ can be transformed to e-countermodel of the
relativized version. The proof below would be would be considerably simpler if
we could express D(X) > ™. To circumvent this technical difficulty, we resort
to considering all possible combinations iy ... %,,.

Formally, given a first-order formula ¢, let Xg,..., X,,—1 be fresh unary pred-
icates, i.e. predicates not occurring in ¢. Define the sentence

n-spnt:vm((xo(g;)v...vxn,l(m)) AN [Xi(m) o /\ﬁxj(g;)})

i<n Ji

that says that M splits into n parts. Note that since n-split is purely universal
we have that M probabilistically satisfies —m-split if and only if it satisfies it
classically, hence if M [p . —m-split then really M |= n-split classically. In
the following we use set-theoretic notation such as © € XqgU ... U X,_1 as a
shorthand for the formula Xo(z) V...V X;,_1(z). We also write D(X) > " for
the sentence Vo (X (z)). (Note that since e = 1 — 7" this last sentence expresses
precisely this fact.) Given a sentence ¢ and a choice i1, ..., of m different
numbers from the set {0,...,n — 1}, define a relativized version ¢Xi1~Xim of ¢
by recursively replacing 3z everywhere by 3x(X;, (z) A ...) and all occurrences
of Vo by Vaz(z € X;, U...UX;, V(z € Xi, A.. ))E For every ¢ define

flp) = -m-splitv \/ (D(Xle U...UX;,)="™A <an---Xim).

’Ll...im

Here the disjunction is over all choices i1 ..., of m different numbers from
the set {0,...,n — 1}. Now if ¢ is 0-valid and M Fp . —m-split then M splits
into Xy ... X, 1. By Lemma [T there is always a choice of i1 ..., such that
D(X;, U...UX;, ) > . Without loss of generality D(X;,) > 0, for if this
does not hold we can permute 4y ...4%,. But then by Lemma we have that
M Ep o pXiiXim Hence f(p) is e-valid.

Conversely, suppose that ¢ is not 0-valid, say that M Fp o ¢. We show that
there is a model M’ D’ such that M’ }~pr . f(p). Let M’ consist of the n
disjoint parts Xg,..., X,—1, where each X; is a copy of M where in addition
every element satisfies the unary predicate X;. The predicates on M’ are defined
exactly as in M within each given copy X;, and are defined arbitrarily across
different copies. Under D’ we give each of X ... X,,_1 weight 711 The structure of
D’ on each Xj is like D on M, multiplied with the factor iv that is, D’ is the sum
of n copies of }L -D. Notice that by definition M’ does not e-satisfy —n-split, and
that it e-satisfies D(X;, U...UX;, ) = " for any choice i .. .4,, of m different
numbers from {0, ...,n — 1}. Given any such choice i1 . .. iy, let M'[X; U...U
Xi,,, D" be the restriction of M’ to X;, U...UX, . (Cf. DefinitionZ1l) So D" on
X, U...UX;,, is D' multiplied with 1/D'(X;, U...UX;, ) = " . Now suppose that
MI ':DI75 (pXil"'Xim . Then by Lemmalﬂl, M/ FX“ U.. ~UXim ':D"70 (pXil o Ky .
But since X, is a copy of M, this easily implies M |=p o ¢: By definition of
@XiXim witnesses for existential quantifiers can be found in X;, , and universal

3 If m = 1 then we replace Vz by Va(z € Xiy A...).
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quantifiers hold with D”-measure 1 in M’[X;, U...U X, , hence also with D-
measure 1 in X;,. Thus we have M =p o ¢, contrary to the assumption. Hence
M’ also does not e-satisfy @i +Xim and thus M’ witnesses that f(y) is not
e-valid. (]

Lemma 4.1. Suppose that n > m > 1 and that a; € R are such that

n—1
E a; = 1.
=0

Then there are m a;’s such that their sum is greater than or equal to ZL

Proof. The average over the a; is 711, so the m largest of them sum up to at
least '". O

Lemma 4.2. In the proof of Theorem [{-1], suppose that M {-p . —n-split, that
D(X;, U...UX;,) =™, and that D(X;,) > 0. Then M =p . @Xi-Xim .

Proof. This follows because ¢ is 0-valid, hence it holds with error 0 in M[X;,,
which is defined since D(X;,) > 0 (cf. Definition 4.Tl). Loosely speaking, M |=p .
X1 Xim holds because witnesses for the existential quantifiers can be found
in X;, since ¢ holds in M[X;,, and the universal quantifiers in ¢Xi1-~Xim are
satisfied since D(X;, U...UX;, ) > " and the error on Xj, is 0. More formally,
the lemma follows from the following claim. Let D’ denote the distribution on
MIX;, .
Claim. If MIX;, Epo ¢ then M Ep . @XiiXim. The claim is proved by
formula induction. By Proposition[[.Tlwe may assume that ¢ is in prenex normal
form and that all negations occur directly in front of atomic predicates. The
induction step for 3 is trivial by definition of ¢*Xi1-Xim  so the only case that
requires attention is the induction step for V. So suppose that ¢ = Vz)(z). Then
X Xim =V (z € X, U . UX;, V(2 € Xy Ap(z)Xin-Xim)) (5)

If MIX;, Epro ¢ then
Prp [z € X;, : MIX;, o ¢(a)] 2

By induction hypothe&s for every x € X;, with M XZl Ep o ¥(x) we have
M Ep e ¢(x)*nXim It then follows from D(X;, U...UX; ) > " that

Prplre M:z € X;,U...UX,;, V(€ X;, Ap(a)¥n-Xim)]| =™ =1—¢
hence M [Ep o i Xim, O
Lemma 4.3. In the proof of Theorem[{.1 we have that

MI ':D’,E QOXil”'Xim S MI rXil u... UXim ):D”,O SOXil...Xim
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Proof. Again we prove this by induction on ¢. By Proposition[[.Tlwe may assume
that ¢ is in prenex normal form and that all negations occur directly in front
of atomic predicates. Then all the steps in the induction are trivial, except the
case of universal quantification. So suppose that ¢ = Vai)(z). Then @Xi - Xim
is of the form (). Denoting ()" Xim by t)(z) we then have

MI ):fD/ e SOXil"'Xim £

Prpflr e Mtz € X; U UX;, V(2 € Xy AM Eprc(a)] 27 =

Prpfz e M2 € X;,U...UX; V
($ € X, /\M/[Xil U...uX;, ):D”,O 1/3(3:))] > 7:: -

V

im

PTDI{I'EXil U...UXim ZI'EXZ‘ZU...UX
(1‘ S Xi1 A M’inl u...u Xim ):D”,O 1/3(3:))] >

n — 1
D(Xil U...u Xim)

= M [X“ U...u Xim ):D”,O gOXil o Kim

Here the second implication follows by the induction hypothesis. |

5 Finite Models and Decidability

It is shown in [8] that the downward Lowenheim-Skolem theorem fails for e-logic:
Not every infinitely e-satisfiable sentence has a countable model. The next result
shows that countable probabilistic models are in a way analogous to classical
finite models:

Theorem 5.1. Let ¢ be a sentence. Then
VM finite M | ¢ <= VM countableVDVe >0 M [=p. .

Proof. (If) If M is finite and Ve > 0 M |=p . ¢ then classically M |= ¢: If M
has n elements then take D the uniform distribution on M assigning to every
element probability | and take e < !. Then there can be no exceptions to
V-statements.

(Only if) The idea is simply that if M is countable then most of the weight
under D is concentrated on finitely many elements of M. If ¢ holds classically
in all finite models, ¢ also holds on these finitely many elements. More precisely;
Fix € > 0 and a countable probabilistic model M, D, and suppose that ¢ is
classically valid on all finite models. Let M’ C M be finite such that M’ has
weight at least 1 — e under D. Since M’ is finite we have M’ |= ¢. But then also
M Ep . o, since clearly all existential quantifications from ¢ are satisfied within
M, and all universal quantifications have at most € exceptions in weight. O
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Notice that it is essential that in Theorem [5.1] we exclude the case ¢ = 0, since
otherwise by Lemma B.1] we would obtain all classical validities instead of only
the finitely valid sentences.

Corollary 5.1. The set
{<p : VM countable VDVe > 0 M |=p . <p}
is I19-complete.

Proof. By Trakhtenbrot’s theorem [9] (a result that was independently obtained
by Craig) the set {cp : VM finite M | go} of finitely valid first-order sentences
is I19-complete. O

In Terwijn [§] it is proven that for fixed ¢ we do not have the finite model
property: There are e-satisfiable sentences without a finite e-model. (Cf. the
examples quoted on page[@40l) Nevertheless, we make the following

Congecture 5.1. For rational € € [0,1), it is decidable whether ¢ is e-satisfiable.

Note that a positive answer to Conjecture (5.1 does not contradict the undecid-
ability from Theorem [£] because, in contrast to the classical case, under the
probabilistic interpretation we do not have that ¢ is valid if and only if —p is
not satisfiable, even if ¢ = 0. For example the sentence ¢ = JzR(z) A Vx-R(x)
is probabilistically satisfiable, but its negation —¢ is Ve—R(x) V FzR(z), which
is even classically valid.
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Abstract. A bialgebra is a structure which is simultaneously an alge-
bra and a coalgebra, such that the algebraic and coalgebraic parts are
“compatible”. In this paper, we apply the defining diagrams of algebras,
coalgebras, and bialgebras to categories of semimodules and semimodule
homomorphisms over a commutative semiring. We then show that formal
language theory and the theory of bialgebras have essentially undergone
“convergent evolution”. For example, formal languages correspond to
elements of dual algebras of coalgebras, automata are “pointed represen-
tation objects” of algebras, automaton morphisms are instances of linear
intertwiners, and a construction from the theory of bialgebras shows how
to run two automata in parallel. We also show how to associate an au-
tomaton with an arbitrary algebra, which in the classical case yields the
automaton whose states are formal languages and whose transitions are
given by language differentiation.

1 Introduction

Automata and formal languages are standard objects of study in theoretical
computer science. Classically, they have been studied from the algebraic per-
spective, focusing on transition matrices of automata, algebraic operations de-
fined on formal power series, etc., as in the Kleene-Schiitzenberger theorem.
Recently, automata have been studied from a coalgebraic perspective, focusing
on the co-operations of transition and observation, and the coalgebraic notion
of bisimulation. See, for example, [16].

In this paper, we treat automata and formal languages from a bialgebraic
perspective: one that includes both algebraic and coalgebraic structures, with
appropriate interactions between the two. This provides a rich framework to
study automata and formal languages. Using bialgebras, we can succinctly ex-
press operations on automata, operations on languages, maps between automata,
language homomorphisms, derivatives of languages, and the interactions among
them. This raises the possibility of using methods and results from bialgebra
theory to study problems in the theory of automata and formal languages such
as the problem of constructing a proof of the equivalence of two nondeterministic
automata accepting the same language (see Section 10 for further discussion).

S. Artemov and A. Nerode (Eds.): LFCS 2009, LNCS 5407, pp. 451 2009.
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We proceed by defining a bialgebra B on the set of all finite words over an
alphabet Y. The algebraic operation of multiplication describes how to “put
words together”; it is essentially concatenation. The coalgebraic operation of
comultiplication, a map B — B® B, describes how to “split words apart”; there
are several comultiplications of interest. Note that this comultiplication is not
the co-operation on automata used in [16], and so provides another example of
the utility of co-operations in computer science.

Given an algebra A, we are interested in the structures on which A acts, i.e., its
representation objects. We can encode an automaton as a representation object
of A equipped with a start state and an observation function. These automata
compute elements of the dual module of A, which we view as formal languages.
Automaton morphisms, i.e., linear maps between automata which preserve the
language accepted, are shown to be instances of linear intertwiners. Given a
coalgebra C, the dual module of C' also corresponds to a set of languages. A
standard result is that a comultiplication on a coalgebra C' defines a multipli-
cation on the dual module; i.e., languages can be multiplied. If a structure is a
bialgebra, these two views of formal languages interact nicely, and we can use
a bialgebraic construction to “run two automata in parallel.” In the other di-
rection, given an algebra A, we show how to associate an automaton to A in a
natural way. In the classical case, this corresponds to an automaton with formal
languages for states and transitions given by Brzozowski derivatives.

Other authors have explored the role of bialgebras in the theory of automata
and formal languages. In [8] and [9], Grossman and Larson study the question of
which elements of the dual of a bialgebra can be represented by the action of the
bialgebra on a finite object and prove the Myhill-Nerode theorem using notions
from the theory of algebras. Our definition of an automaton is a straightfor-
ward generalization of theirs. However, we expand the perspective of [§] and [9]
from bialgebras over fields to bialgebras over semirings. This generalization al-
lows (for example) nondeterministic automata and their automaton morphisms
to be expressed in the language of bialgebras. In [4] and [5], Duchamp et al.
examine rationality-preserving operations of languages defined using various co-
multiplications on the algebra of input words, and construct the corresponding
automata. They also apply these ideas to problems in combinatorial physics.

This paper is organized as follows. In Section 2, we define algebras, coalgebras,
and bialgebras over a commutative ring R. In Section 3, we give the definitions
of semirings and semimodules, and recall some useful facts and constructions.
Section 4 contains the definition of the tensor product of two semimodules over
a commutative semiring. Using this definition, in Section 5 we explain how to
apply the defining diagrams of algebras, coalgebras, and bialgebras to categories
of semimodules and semimodule homomorphisms over a commutative semiring.
In Section 6, we use algebras to define automata, and in Section 7, we explore the
relation between coalgebras of words and algebras of formal languages. In Section
8, we discuss bialgebras, tensor products of automata, and convolution products
of languages. Section 9 contains a demonstration of how to endow an arbitrary
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algebra with an automaton structure. The conclusion and future directions are
in Section 10.

2 Algebras, Coalgebras, and Bialgebras

In this section, we define algebras, coalgebras, and bialgebras over a commutative
ring R. This material is completely standard; see [I5] or [I7] (note that a Hopf
algebra/quantum group is a special case of a bialgebra).

2.1 Algebras
We recall the definition of an R-algebra.

Definition 2.1. Let R be a commutative ring. An R-algebra A is a ring A
together with an injection n : R — A such that n(R) is contained in the center
of A and n(1g) = 14.

Remark 2.1. The function 7 is called the unit map. It is frequently defined as
an arbitrary ring homomorphism R — A. Since we require 7 to be an injection,
we abuse notation and treat R as a subset of A.

To define an R-algebra diagrammatically, consider A as an R-module. Multi-
plication in A is an R-bilinear map A x A — A, by distributivity and the fact
that R is contained in the center of A. By the universal property of the tensor
product, multiplication defines a unique R-linear map p: A® A — A (all tensor
products in this section are over R). Associativity of multiplication means that
the following diagram commutes:

ARARA

\/

The properties of the unit map can be expressed by the following commutative
diagram (Recall that AQ R A~ R® A):

1a

1
A nela >ARA a =
1a®n

Hence the diagrammatic definition of an R-algebra is an R-module A together
with R-module homomorphisms p: A® A — A and n : R — A such that the
above diagrams commute.
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Example 2.1. Let K be a field, and let x, y be indeterminates. Let A be the set of
polynomials over noncommuting variables x,y with coefficients in K. Addition
and multiplication of polynomials make A into a ring. To make A into an algebra,
define n(k) to be the constant polynomial f(z,y) =k for k € K.

Structure-preserving maps between algebras are called algebra maps.

Definition 2.2. Let A and B be R-algebras. An algebra map is an R-linear
map
f:A— B such that f(a1a2) = f(a1)f(az) for all a1,a2 € A, and f(14) = 15.

Algebra maps can also be defined diagrammatically.

Definition 2.3. Let A, B, be R-algebras. An algebra morphism is an R-linear
map f: A— B such that

ref

AR A >B®B R
HA KB
v v
A 7 =B a4 T g

Given two algebras A and B, A ® B becomes an algebra with multiplication
(a®b) (d/ @b)=ad Q0.

Diagrammatically, this multiplication can be expressed as a morphism

(A2 B)® (A® B) ~(A®A)@BeB) " -AgB.

1A®o®1p

Herec : AQ B— B® A; 0(a®b) = (b® a) is the usual transposition map.
The unit of A ® B is given by

na®ne

R ~=RoR™"™ZAeB.

2.2 Coalgebras
Dualizing the defining diagrams of an R-algebra yields an R-coalgebra.

Definition 2.4. Let R be a commutative ring. An R-coalgebra (C, A, ¢€) is an
R-module C' and an R-linear coassociative function A : C — C ® C, called
comultiplication, along with a linear counit map ¢ : C — R.

Coassociativity of A means that the following diagram commutes:

Celal

\/
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Diagrammatically, the axioms of the counit map are given by:

lc

A e®lo AN

c -coc "° 3c

When performing calculations involving comultiplication, we often write

A(C) = ZC(D X C(2)

i
to express how c is “split” into elements of C' ® C.

Ezxample 2.2. Let P the set of polynomials over noncommuting variables x,y
from Example 2.1. The map A : P — P ® P, defined on monomials w by
A(w) = w ® w and extended linearly to all of P, is coassociative. The counit
map € : P — R is evaluation at (1,1).

Coalgebras also have structure-preserving maps.

Definition 2.5. Let C, D be R-coalgebras. A coalgebra map is an R-module
homomorphism g : C — D such that (g ® g) o Ac = Apog and ec = €epog.
The diagrams are the duals of the diagrams for algebra maps.

Given coalgebras C' and D, there is a natural coalgebra structure on C' ® D.
Comultiplication and counit are defined by

Ac®Ap

C®D ~(C®C)® (D® D) ~(C®D)® (C® D).

le®o®1p

ec®ep

C®D >R®@R=R.

2.3 Bialgebras

A R-bialgebra is an R-module which is both an R-algebra and an R-coalgebra,
such that the two structures are compatible.

Definition 2.6. Let R be a commutative ring. An R-bialgebra (B, p,n, A, €) is
an R-module B which is a both an algebra and a coalgebra, satisfying:

Alab) = A(@)A®b), A(1) =1®1, e(ab) = e(a)e(b), (1) = 1.

Note that the product A(a)A(b) takes place in the algebra structure on
B ® B. The defining diagrams for a bialgebra are as follows:

BeB " =B 4 _B@B
A
ARA HR

v (o
BoBoBeB ®* .BeBoBwB
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BeB “>rRer "““~BeB
A

n o~

v . v ;

B ~R - B
B
RN
R R

Remark 2.2. Note the “self-duality” of the defining diagrams of a bialgebra:
swapping A for u, € for n, and reversing the direction of each arrow yields the
same diagrams.

Ezample 2.3. Let M be a monoid and R a commutative ring. Let R(M) be the
free R-module on M. Define multiplication in R(M) by extending multiplication
in M linearly. This operation along with unit map n(r) = rly forms an R-
algebra structure on R(M). There is an R-coalgebra structure on R(M); define

A(m)=m®m

e(m)=1
for m € M and extend linearly to R(M). A straightforward calculation shows
that this is an R-bialgebra structure on R(M). Note that this includes Example
2.1 and 2.2 as a special case.
Finally, we give the definition of a bialgebra map.

Definition 2.7. Let B, B’ be bialgebras. A function f: B — B’ is a bialgebra
map if f is both an algebra map and a coalgebra map.

3 Semirings and Semimodules

The above definition of a bialgebra is valid for any commutative ring R. However,
in the theory of automata and formal languages, it is desirable to work over
semirings, which are “rings without subtraction”.

Definition 3.1. A semiring is a structure (K, +,-,0,1) such that (K,+,0) is a
commutative monoid, (K, -,1) is a monoid, and the following laws hold:

a(b+c) =ab+ ac

(b+c)a=ba+ca
0a=a0=0

for all a,b,c € K. If (K,-,1) is a commutative monoid, then K is said to be a
commutative semiring. If (K,4+,0) is an idempotent monoid, then K is said to
be an idempotent semiring.
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The representation objects of semirings are known as semimodules.

Definition 3.2. Let K be a semiring. A left K-semimodule is a commutative
monoid M along with a left action of K on M. The action satisfies the following
arioms:

(k1 + ka)m = kym + kam

k1(m1 + me) = kymq + kym2
(k1ke)m = ki (kom)
lgm=m
k10ar = O0pr = Ogmy

for all k1, ko € K, my,mo € M. If addition in M is idempotent, M is said to be
an idempotent left K-semimodule.

Right K-semimodules are defined analogously. If K is commutative, then every
left K-semimodule can be regarded as a right K-semimodule, and vice versa. In
this case we omit the words “left” and “right”.

Semimodules can be combined using the operations of direct sum and direct
product.

Definition 3.3. Let K be a commutative semiring and {M; | i € I} be a col-
lection of K-semimodules for some index set I. Let M be the cartesian product
of the underlying sets. The direct product of the M;’s, denoted [ M;, is the set
M endowed with pointwise addition and scalar multiplication. The direct sum of
the M;’s, denoted @ M;, is the subsemimodule of [[ M; in which all but finitely
many of the coordinates are 0.

Homomorphisms, congruence relations, free semimodules, and factor semimod-
ules are all defined standardly. In the sequel, we will use elementary facts about
them without comment. See [7] for definitions and proofs. We end this section a
useful proposition about commutative semimodules.

Proposition 3.1. Let K be a commutative semiring and M a K-semimodule.
The set Hom(M, K) of all K-linear maps from M to K is a K-semimodule.

Proof. The usual proof for a module over a commutative ring is valid in this
case. Commutativity of K is needed to show that the resulting functions are
K-linear.

4 Tensor Products over Commutative Semirings

We wish to apply the defining diagrams of algebras, coalgebras, and bialgebras to
categories of K-semimodules and K-linear maps for K a commutative semiring.
To do this, we need a notion of the tensor product of K-semimodules. Unfor-
tunately, the literature contains multiple inequivalent definitions of the tensor
product of K-semimodules: the tensor product as defined in [7] is not the same
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as the tensor product defined in [I4] or [I0]. In fact, the tensor product defined
in [7] is the trivial K-semimodule when applied to idempotent K-semimodules.

We proceed by assuming that K is commutative and following the construc-
tion of the tensor product of modules over a commutative ring in [I3]. This is
essentially the construction used in [I4] and [10]. The point is to work in the
appropriate category and construct an object with the appropriate universal
property.

We recall the universal property of the tensor product over a commutative
ring R. Let My, M, ..., M, be R-modules. Let C be the category whose objects
are n-multilinear maps

f:My xMyx---xM,—F
where F' ranges over all R-modules. To define the morphisms of C, let
My X Myx---xM,— Fandg: My x My x---xM, -G

be objects of C. A morphism f — g is an R-linear map h such that ho f = g. A
tensor product of My, Ms, ..., M,, denoted M1 @ g Mo ®p -+ - Q@ My, is an initial
object in this category. When it is clear from context, we omit the subscript on
the ® symbol. By standard category-theoretic arguments, the tensor product is
unique up to isomorphism.

Let K be a commutative semiring and M;, Ms, ..., M,, be K-semimodules.
Let T be the free K-semimodule on the set M7 x My x - -+ x M,,. Let = be the
congruence relation on T' generated by the equivalences

(M, oy My 0z, My ey my) = (Mg, ey My ooy M) 7 (Mg, ey ml o ymy,)

(ma, e, kmy, coymy) = k(ma, ..., my, ..., my,)

for all k € K,m;,m} € M;,1 <i<n.
Let i : My x My x---x M,, — T be the canonical injection of My X My x---x M,
into T. Let ¢ be the composition of 7 and the quotient map ¢ : T'— T/ =.

Lemma 4.1. The map ¢ is multilinear and is a tensor product of My, Mo, ..., M,.

Proof. Multilinearity of ¢ is obvious from its definition. Let G be a K-
semimodule and
g: My xMyx---xM,—G

be a K-multilinear map. By freeness of T, there is an induced homomorphism
(K-linear map) 7 : T'— G such that the following diagram commutes:

o

My x My x -+ x M, v

T

v
G.
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The homomorphism v defines a congruence relation, denoted =,, on T via
t =t iff y(t) =~()

for all t,t' € T. Since g is K-multilinear, we have = C =, where = is the
congruence relation used in the definition of the tensor product. Therefore v can
be factored through T'/ =, and there is a K-linear map g, : T/ = — G making
the following diagram commute:

The image of ¢ generates T/ =, so g, is uniquely determined.

For xz; € M;, we denote ¢(x1,xa,...,x,) by 21 @ 22 ® - - - ® x,,. Tensor products
enjoy many useful properties.

Lemma 4.2. Let K be a commutative semiring and N, My, Mo, ..., M, be K-
semimodules. Then:

1. There is a unique isomorphism
(My ® M) @ M3 — My ® (M2 @ Mj)

such that (m1 ® ma) ® ms — my ® (ma @ ms) for all m; € M,;.
2. There is a unique isomorphism My, @ My — Mo ® My such that
m1 @ mg — me ® my for all m; € M;.
8. K® M, =M
4. Let ¢ : My — M3 and v : My — My be K-linear maps. There is a unique
K-linear map ¢ @ ¥ : My @ My — M3 ® My such that
(@) (m1 @ m3) = p(m1) ® Y(ma) for all my € My, ma € Ms.
5 No@,_ M, 2@, N M,

Proof. In [13], these properties are proven for tensor products over commutative
rings. The proofs rely on the universal property of the tensor product and are
also valid in this case.

5 K-Algebras, K-Coalgebras, and K-Bialgebras

Let K be a commutative semiring. We define K-algebras, K-coalgebras, and
K-bialgebras by applying the relevant diagrams from Section 2 to the category
of K-semimodules and K-linear maps.
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Ezample 5.1. Let X = {x,y} be a set of noncommuting variables. Let P be
the set of polynomials over X’ with coefficients from the two-element idempotent
semiring K. Multiplication of polynomials is readily seen to be a bilinear function
P x P — P, and therefore corresponds to a K-linear map P ®x P — P.
Moreover, this map satisfies the associativity diagram. The map n : K — P
such that n(k) — Azy.k satisfies the defining diagram of the unit map, and so P
together with these maps forms a K-algebra. The map defined on monomials as
A(w) = w@w and extended linearly to all of P is easily seen to be coassociative.
Defining €(p(z,y)) = p(1,1) makes P into a K-coalgebra. Furthermore, these
maps satisfy the compatibility condition of a K-bialgebra, and so P is a K-
bialgebra. We call constructions involving P “the classical case” and use P as
an example throughout the sequel.

More generally, R(G) from Example 2.3 with an underlying commutative
semiring is a K-bialgebra.

6 K-Algebras and Automata

We use actions of K-algebras on K-semimodules to represent transitions of
automata.

Definition 6.1. Let A be a K -algebra and M be a K -semimodule. A left action
of A on M is a K-linear map A® M — M, denoted >, satisfying

(aa')>m = av (a’ >m)

lom=m
foralla,a’ € A,me M.

Right actions are defined analogously as K-linear maps <: M ® A — M. To
define an automaton, we also need a start state and an observation function.

Definition 6.2. A (left) automaton C = (M, A, s,>, ) consists of the following:

1. A K-algebra A, a K-semimodule M, and a left action > of A on M.
2. An element s € M, called the start vector.
3. A linear map o : M — K, called the observation function.

That is, automata are “pointed observable representation objects” of a K-algebra
A. Right automata are defined similarly using a right action <. In the sequel,
we will only give “one side” of a theorem or definition involving automata; the
other follows mutatis mutandis.

Example 6.1. Consider the matrix representation of a classical two-state au-
tomaton with input alphabet {z, y}:

(o] 53] [s])
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The leftmost matrix encodes the fact that the first state of the automaton is the
start state. The 2 x 2-matrix encodes the transitions of the automaton, and the
rightmost encodes the fact that the first state of the automaton is also the accept
state. It is easy to see that this automaton accepts all words in {z,y}* of the
form (zy)*. Cf. automata encodings in [I2]. We now translate this automaton
to the framework of K-algebras.

Let K be the two-element idempotent semiring. Let S be the free K-
semimodule on the set {si,s2}, and let P be defined as in Example 5.1. De-
fine a right action of the generators of P on S as follows:

[k181 kQSQ] 4r = [klsl kQSQ] l:g (1):|

[]{}181 ]{}282] 4y = []{}181 ]{}282] l:(; 8:|

and extend to an action of P on M. The start vector is
[10]

and the observation function is
[0} ([/ﬁsl kQSQ]) = [k181 kQSQ] |:é:| .

Automata compute elements of Hom(A4, K), as in [g].

Definition 6.3. Let C = (M, A, s,>, @) be a left automaton. The language ac-
cepted by C is the function po : A — K such that

pc(a) = alar s).
Lemma 6.1. The function pc as defined above is an element of Hom(A, K).
Proof. Immediate since > and « are K-linear maps.

Much of the theory of automata concerns functions between automata which
preserve the language accepted; these also have algebraic analogs.

Definition 6.4. Let C = (M, A, s¢,bo,ac) and D = (N, A, sp,>p,ap) be left
automata over a K-algebra A. An automaton morphism from C to D is a map
¢: M — N such that

¢(sc) = sp (1)
plavcm) =avp ¢(m) (2)
ac(m) = ap(¢(m)) ®3)

forallme M,n € N,a € A.
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Remark 6.1. Let V and W be modules. In the theory of algebras, a linear func-
tion f : V. — W which satisfies (2) is known as a linear intertwiner. In the
theory of automata, functions formally similar to automaton morphisms have
been called linear sequential morphisms [Il, relational simulations [2], boolean
bisimulations [6], and disimulations [18]. Disimulations are based on the bisim-
ulation lemma of Kleene algebra [12].

Algebra maps can be used to translate the input of an automaton.

Definition 6.5. Let A, A’ be K-algebras and f : A — A’ a K-algebra map.
Suppose A’ acts on a K-semimodule M. Then A also acts on M according to
the formula

avrm= f(a)>m
fora e A,m € M. This is known as the pullback of the action of A’.

Automata theorists will recognize pullbacks as the main ingredient in the proof
that regular languages are closed under inverse homomorphisms.

Let A be an arbitrary K-algebra. Elements of Hom(A, K') can be added since
Hom(A4, K) is a K-semimodule by Proposition 3.1. Given two automata C' and
D, there is an automaton accepting pc + pp.

Definition 6.6. Let C = (M, A, s¢,bo,ac) and D = (N, A, sp,>p,ap) be left
automata over a K-algebra A. The direct sum of C and D is the automaton
CeD=(M®&N,A, (sc,sp),>cep,c ® ap) where

bogp : AQ (MO N) — M& N,

>egp(a® (m,n)) = ((a>c m), (a>p n))

and
acep M &N — K,

acep(m,n) = ac(m)+ ap(n).
The verification that >ogp is an action of A on M @ N is straightforward.

Theorem 6.1. Let C = (M, A, sc,bc,ac) and (N, A, sp,>p,ap) be left au-
tomata over a K-algebra A. Then pcep(a) = pc(a) + pp(a) for all a € A.

Proof. Follows from the definitions:
pcepl(a) = acep(aPcep (s¢,sD))
=acgp(adc sc,a>p Sp)
=ac(arc (s¢)) +aplabp (sp))

= pc(a) + pp(a).
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7 K-Coalgebras and Formal Languages

Let C be a K-coalgebra. By Proposition 3.1, Hom(C, K) is a K-semimodule un-
der the operations of pointwise addition and scalar multiplication. The coalgebra
structure of C' defines an algebra structure on Hom(C, K).

Definition 7.1. Let (C, A, €) be a K-coalgebra and f,g € Hom(C, K). The con-
volution product of f and g is defined by

fxg=pxo(f®g)oA.

Proposition 7.1. Let (C,+, A, €) be a K-coalgebra. Hom(C, K) is a K -algebra
with associative multiplication given by the convolution product and unit

n: K — Hom(C, K)

n(k) = ke.
In particular, the multiplicative identity is ec.

Proof. The proof for coalgebras over a commutative ring suffices; it uses only
the coassociativity of A and the universal property of the tensor product. See
[15] or [17].

Ezample 7.1. Let P be as in Example 5.1. Note that an element of Hom(P, K)
is completely determined by its values on monomials, which can be viewed as
words in {z,y}*. Thus there is a one-to-one correspondence between subsets of
{z,y}* and elements of Hom(P, K).

The comultiplication defined on monomials as A(w) = w ® w and extended
linearly to all of P defines a multiplication (via the convolution product) on
Hom(P, K). This multiplication is essentially pointwise multiplication of char-
acteristic functions, i.e., intersection of subsets of {z,y}*. The multiplicative
identity is the language {x, y}*, corresponding to the f € Hom(P, K) such that
f(w) =1 for all monomials w.

8 K-Bialgebras and Running Automata in Parallel

We have seen that a K-algebra A allows us to define automata which take
elements of A as input. These automata compute elements of Hom(A4, K). A
coalgebra structure on A allows to multiply elements of Hom(A, K). We now
discuss the relation between products on Hom(A4, K) and automata.

We first treat the case in which A is both a K-algebra and a K-coalgebra,
without assuming that A is a K-bialgebra. Let C = (M, A, s¢,bc,ac) and
D = (N, A, sp,>p,ap) be automata. Applying the convolution product to pc
and pp yields

pc * pp(a) = px o ZPC ) > sc) ® pp(ag) > sp)).
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Consider the following comultiplications defined on the monomials of P:
Al(w) =wew

Ag(w) = Z wy @ wa

w1 we=w

extended linearly to P. Also consider the comultiplication defined as
As(z)=1@z+z®1

As(y)=1@y+yel

and extended to all of P as a bialgebra. We have seen that A; yields the intersec-
tion of two languages. A simple calculation shows that A, yields concatenation of
languages and Ag the shuffle product (see [4] and also [15], Proposition 5.1.4). In
other words, the convolution product determines a formula with comultiplication
as a parameter. Different choices of comultiplication yield different products of
languages. When the languages are given by automata, we can use this formula
to obtain a succinct expression for the product of the two languages.

Of course, it would be even better if we could get an automaton accepting
the product of the two languages. For a K-bialgebra, there is an easy way to
construct such an automaton. It relies on a construction from the theory of
bialgebras.

We emphasize that a bialgebra structure is not necessary for an automaton
accepting po * pp to exist. Consider Ay and Agz. They agree on x and y, which
generate P as an algebra, so at most one of them can be an algebra map; Ag is
an algebra map by definition. Therefore A, is not part of a bialgebra, and so we
cannot use the construction to get an automaton accepting the concatenation of
two languages. Such an automaton exists, of course, but it is not given by this
construction.

Suppose now that B is a K-bialgebra. The first step is to define an action of
B on M ® N from actions of B on M and N.

Definition 8.1. Let B be a K-bialgebra which acts on K-semimodules M and
N. Then B acts on M ® N according to the formula

bepen (Mm@ n) = Zbu) Dy m @ by by N

See Chapter 1 of [I5] for a proof that this is an action.

Definition 8.2. Let C = (M, B, sc,bc,ac) and D = (N,B,sp,>p,ap) be
automata over a K -bialgebra B. The tensor product of C' and D, denoted CR D,
is the automaton (M ® N, B,sc ® Sp,bPyeN, ¢ @ ap).

Remark 8.1. Since K@ K 2K, apyy Q@ay: M N — K.

Theorem 8.1. Let C = (M, B, s¢,>c,ac) and D = (N, B, sp,>p,ap) be left
automata over a K-bialgebra B. Then pcgp = pc * pp-
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Proof.
pcep(b) = acep(b>cep (s¢ ® sp))

= aC@D(Z by o sc @ by bp SD)

7

> ac(ba) be se)an(be) bo sp)

= pc * pp(b).

In the classical case, this corresponds to “running two automata in parallel”.

9 Algebras to Automata

Finally, we show how to define an automaton on an arbitrary K-algebra A.

Lemma 9.1. Let A be a K-algebra which acts on a K-semimodule M from
the left. For a € A,x € M, let ho(z) = ax. Then Hom(M,K) is a right A-
semimodule via

faa= fohd(z)
for f €eHom(M,K),a € A.

Proof. This is another standard algebraic fact. To see that the map

< :Hom(M,K) ® A — Hom(M, K) is K-linear, just verify that the associated
map Hom(M,K) x A — Hom(M, K) is K-bilinear. The function < defines a
right action on Hom(M, K) because

f<aab(z) = f(abx) = (f o hy) o hp(z) = (f <a) 1b(x).
fora,bec A,x € M.

Given a K-algebra A, multiplication defines a left K-semimodule action of A on
itself, and hence a right K-semimodule action of A on Hom(A4, K).

Theorem 9.1. Let K be a commutative semiring and A a K -algebra. Let f €
Hom(A,K). Then (Hom(A,K), A, f,<,«a) is an automaton, where

fqa:foha(m)7

a(f) = f(1).

Proof. This follows from Lemma 9.1 and the verification that o : Hom(A, K) —
K is K-linear, which is straightforward.

Ezxample 9.1. Let P be as in Example 5.1. As shown in Example 7.1, we can view
elements of Hom(P, K) as formal languages over {z, y}. For f € Hom(P, K), «(f)
is 1 if and only if the associated language contains the empty word, and 0 oth-
erwise. For each f € Hom(P, K), f o hy(w) = f(zw). That is,

fohs(w) =1 f(zw)=1.

In other words, f <z is the Brzozowski derivative of f with respect to the letter x.
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10 Conclusion and Future Work

We have shown that automata and formal languages can be expressed naturally
using the language of bialgebras, and that the two theories have several analogous
structures and constructions. The next step is to use this correspondence to solve
problems of interest to computer science. We give two examples that we hope to
develop.

Proofs and Proof Complexity

Automaton morphisms are interesting for their proof-theoretic properties. Given
any two equivalent (classical) finite nondeterministic automata C' and D (with-
out e-transitions), there exists a sequence of automata and automaton morphisms
in the indicated directions witnessing the equivalence:

C « accessible dfa — minimal dfa « accessible dfa — D.

The automaton morphisms can be encoded as matrices over the two-element
idempotent semiring. Here “accessible dfa” refers to the dfa obtained by the
subset construction, with the inaccessible states removed. This means that au-
tomaton morphisms can be used as the sole “rule of inference” in a complete
proof system for (classical) finite automaton equivalence [18]. The above proofs
are exponential in size in the worst case, because of determinization. However,
given two equivalent finite automata, there may be other, shorter proofs. A
trivial example is the fact that two isomorphic automata are related by an au-
tomaton morphism; there is no need to determinize. We hope to use the theory
of (bi)algebras to understand the question: “What makes it difficult to prove
two equivalent automata equivalent?” in this proof system. We would also like
to investigate the relation between final automata and coinduction [I6] and the
automaton in Example 9.1.

Other Types of Automata

We plan to investigate other types of automata using this framework - for exam-
ple, stochastic automata, quantum automata [3] or automata on guarded strings
[11]. The hope is to provide a general framework in which generalizes related
concepts in the theory of automata and “automaton-like” structures, and also
to adapt the above proof system to these cases.
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