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Conversational Agents  
(AKA  Dialogue Systems AKA Dialogue Agents AKA Chatbots)

Personal Assistants on phones or other devices

SIRI, Alexa, Cortana, Google Assistant

Playing music, setting timers and clocks

Chatting for fun

Booking travel reservations

Clinical uses for mental health



Two kind of conversational agents

1. Chatbots
- mimic informal human chatting
- for fun, or even for therapy

2. (Task-based) Dialogue Agents
- interfaces to personal assistants
- cars, robots, appliances
- booking flights or restaurants



BlenderBot (Roller et al. 2020)



XiaoIce (Zhou et al., 2020)



Online assistant for Fafetch



Alexa TaskBot



The Dialogue-State Architecture
Williams, Jason D., Antoine Raux, and Matthew Henderson. "The dialog state 

tracking challenge series: A review." Dialogue & Discourse 7, no. 3 (2016): 4-33.



Components in a dialogue-state architecture

NLU: extracts slot fillers from the user’s utterance using machine 
learning

Dialogue state tracker: maintains the current state of the dialogue 
(user’s most recent dialogue act, set of slot-filler constraints from user

Dialogue policy: decides what the system should do or say next

• Simple policy: ask questions until the frame is full then report back

• More sophisticated: know when to answer questions, when to ask 
a clarification question, etc.

NLG: produce more natural, less templated utterances



Architectures for corpus-based chabots

Response by retrieval/recommendation
• Use information retrieval / recommendation to grab a 

response (that is appropriate to the context) from some 
corpus/catalog

Response by generation
• Use a language model or encoder-decoder to generate 

the response given the dialogue context
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What conversations to draw on?

Transcripts of telephone conversations between volunteers
• Switchboard corpus of American English telephone conversations

Movie dialogue
• Various corpora of movie subtitles

Hire human crowdworkers to have conversations
• Topical-Chat 11K crowdsourced conversations on 8 topics
• EMPATHETICDIALOGUES 25K crowdsourced conversations grounded in a 

situation where a speaker was feeling a specific emotion

Pseudo-conversations from public posts on social media
• Drawn from Twitter, Reddit, Weibo (微博), etc. 
• Tend to be noisy; often used just as pre-training.

Crucial to remove personally identifiable information (PII) 
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Task-based dialogue agents

"Task-based" or "goal-based" dialogue agents

• Systems that have the goal of helping a user solve a task
• Setting a timer

• Making a travel reservation

• Playing a song

• Buying a product

Architecture: 

• Frames with slots and values

• A knowledge structure representing user intentions



The Frame

A set of slots, to be filled with information of a given type

Each associated with a question to the user

Slot Type Question
ORIGIN city "What city are you leaving from?
DEST city "Where are you going?
DEP DATE date "What day would you like to leave?
DEP TIME time "What time would you like to leave?
AIRLINE line "What is your preferred airline?



Dialogue-State or Belief-State Architecture

A more sophisticated version of the frame-based 
architecture

• Has dialogue acts, more ML, better generation

The basis for modern research systems

Slowly making its way into industrial systems

• Some aspects (ML for slot-understanding) already 
widely used industrially



Dialogue Acts

Combine the ideas of speech acts and grounding into a single 
representation Young et al., 2010:



Dialogue Acts Young et al., 2010:



Slot filling: Machine learning

Machine learning classifiers to map words to semantic frame-fillers

Given a set of labeled sentences
Input: "I want to fly to San Francisco on Monday please"

Output: Destination: SF

Depart-time: Monday

Build a classifier to map from one to the other

Requirements: Lots of labeled data



Slot filling as sequence labeling: BIO tagging

The BIO tagging paradigm (Begin, Inside, Outside)

Idea: Train a classifier to label each input word with a 
tag that tells us what slot (if any) it fills

We create a B and I tag for each slot-type

And convert the training data to this format



Slot filling using contextual embeddings
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Fig. 24.15 shows the architecture. The input is a series of words w1...wn, which

is passed through a contextual embedding model to get contextual word representa-

tions. This is followed by a feedforward layer and a softmax at each token position

over possible BIO tags, with the output a series of BIO tags s1...sn. We can also

combine the domain-classification and intent-extraction tasks with slot-filling sim-

ply by adding a domain concatenated with an intent as the desired output for the

final EOS token.

San Francisco on Monday

Encodings

Classifier

+softmax

B-DES I-DES O B-DTIME

…

d+i

<EOS>

Encoder (BERT)

Figure24.15 A simple architecture for slot filling, mapping the words in the input through

contextual embeddings like BERT to an output classifier layer (which can be linear or some-

thing more complex), followed by softmax to generate a series of BIO tags (and including a

final stateconsisting of adomain concatenated with an intent).

Once the sequence labeler has tagged the user utterance, a filler string can be

extracted for each slot from the tags (e.g., “San Francisco”), and these word strings

can then benormalized to the correct form in the ontology (perhaps the airport code

‘SFO’). This normalization can takeplace by using homonym dictionaries (specify-

ing, for example, that SF, SFO, and San Francisco are the same place).

In industrial contexts, machine learning-based systems for slot-filling are of-

ten bootstrapped from GUS-style rule-based systems in a semi-supervised learning

manner. A rule-based system is first built for the domain, and a test set is carefully

labeled. As new user utterances come in, they are paired with the labeling provided

by the rule-based system to create training tuples. A classifier can then be trained

on these tuples, using the test set to test the performance of the classifier against

the rule-based system. Some heuristics can be used to eliminate errorful training

tuples, with the goal of increasing precision. As sufficient training samples become

available the resulting classifier can often outperform theoriginal rule-based system

(Suendermann et al., 2009), although rule-based systems may still remain higher-

precision for dealing with complex cases like negation.

24.4.3 Dialogue State Tracking

The job of the dialogue-state tracker is to determine both the current state of the

frame (the fillers of each slot), as well as the user’s most recent dialogue act. The

dialogue-state thus includes more than just the slot-fillers expressed in the current

sentence; it includes the entire state of the frame at this point, summarizing all of

the user’s constraints. The following example from Mrkšić et al. (2017) shows the

required output of the dialogue state tracker after each turn:

Can do domain and intent too: e.g.,  generate the label  
"AIRLINE_TRAVEL + SEARCH_FLIGHT"



Once we have the BIO tag of the sentence

• We can extract the filler string for each slot

• And then normalize it to the correct form in the ontology

• Like "SFO" for San Francisco

• Using homonym dictionaries (SF=SFO=San Francisco)



The task of dialogue state tracking

Example from Mrkšić, N., O Séaghdha, D., Wen, T.-H., Thomson, B., and 

Young, S. (2017). Neural belief tracker: Data-driven dialogue state tracking. ACL. 



Dialogue state tracking

I'd like Cantonese food near the Mission district.

→

inform(food=cantonese, area=mission). 

Dialogue act interpretation algorithm: 

• 1-of-N supervised classification to choose inform

• Based on encodings of current sentence + prior dialogue acts

Simple dialogue state tracker:

• Run a slot-filler after each sentence 
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Dialogue Policy

At turn i predict action Ai to take, given entire history:

Simplify by just conditioning on the current dialogue state 
(filled frame slots) and the last turn and turn by system 
and user:



Policy example: Confirmation and Rejection

Dialogue systems make errors

So they to make sure they have understood user

Two important mechanisms:

• confirming understandings with the user 

• rejecting utterances that the system is likely to 
have misunderstood. 



Explicit confirmation strategy



Implicit confirmation strategy



Rejection

I’m sorry, I didn’t understand that. 



Progressive prompting for rejection

Don't just repeat the question "When would you like to leave?"
Give user guidance about what they can say:



Using confidence to decide whether to confirm:

ASR  or NLU systems can assign a confidence value, indicating 
how likely they are that they understood the user. 

• Acoustic log-likelihood of the utterance

• Prosodic features

• Ratio of score  of best to second-best interpretation

Systems could use set confidence thresholds:
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Natural Language Generation

NLG  in information-state architecture modeled in two 
stages:

• content planning/selection (what to say)

• sentence realization (how to say it)

• sentence generation



Response by retrieval: classic IR method

1. Given a user turn q, and a training corpus C of 
conversation

2. Find in C the turn r that is most similar (tf-idf cosine) 
to q

3. Say r



Response by retrieval: neural IR method

1. Given a user turn q, and a training corpus C of conversation

2. Find in C the turn r that is most similar (BERT dot product) to q

3. Say r



Response retrieval

Think of response production as an encoder-decoder task

Generate each token rt of the response by conditioning on the 
encoding of the entire query q and the response so far r1...rt−1



Sentence Realization

Assume content planning has been done before

• Chosen the dialogue act to generate 

• Chosen some attributes (slots and values) that the planner 
wants to say to the user 
• Either to give the user the answer, or as part of a confirmation 

strategy) 



2 samples of Input and Output for Sentence Realizer



Sentence Realization

Training data is hard to come by 

• Don't see each restaurant in each situation

Common way to improve generalization:

• Delexicalization: replacing words in the training set that 
represent slot values with a generic placeholder token:



Sentence Realization

Training data is hard to come by 

• Don't see each restaurant in each situation

Common way to improve generalization:

• Delexicalization: replacing words in the training set that 
represent slot values with a generic placeholder token:



Sentence Realization: mapping from frames to 
delexicalized sentences

Encoder-decoder models:

Output:
restaurant_name has decent service

Relexicalize to: 

Au Midi has decent service 



Response by generation



Hierarchical Recurrent Encoder-Decoder

Utterance’s encoder RNN

State tracking RNN

43

Language generator 
decoder RNN



Hierarchical Recurrent Encoder-Decoder

Utterance’s encoder RNN

State tracking RNN

44

Language generator 
decoder RNN



Response by retrieving and refining knowledge 

Can generate responses from informative text rather than 
dialogue

• To respond to turns like “Tell me something about Beijing”
• XiaoIce collects sentences from public lectures and news articles.

• And searches them using IR based on query expansion from user’s turn

• Can augment encoder-decoder model
• use IR to retrieve passages from Wikipedia 

• concatenate each Wikipedia sentence to the dialogue context with a separator 
token. 

• Give as encoder context to the encoder-decoder model, which learns to 
incorporate text into its response



Response by generation

Alternative approach: fine-tune a large language 
model  on conversational data

The Chirpy Cardinal system (Paranjape et al., 2020):

• fine-tunes GPT-2 

• on the EMPATHETICDIALOGUES dataset (Rashkin et al., 2019) 



Hybrid Architectures

Chirpy Cardinal (Paranjape et al., 2020) response generation from a 
series of different generators:

• GPT-2 finetuned on EmpatheticDialogues

• GPT-2 finetuned to paraphrase content from Wikipedia

• Rule-based movie or music generators that produce scripted 
conversation about a movie or a musician
• asking the user’s opinion about a movie, 

• giving a fun fact, 

• asking the user their opinion on an actor in the movie. 



Chirpy 
Cardinal 
(Paranjape 
et al. 2020)
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Evaluating chatbots and task-based dialogue

Task-based dialogue:  

• mainly by measuring task performance

Chatbots: 

• mainly by human evaluation



Chatbots are evaluated by humans

Participant evaluation: The human who talked to the chatbot assigns 
a score

Observer evaluation: third party who reads a transcript of a 
human/chatbot conversation assigns a score.



Participant evaluation

Human chats with model for 6 turns and rates 8 dimensions of quality:

• avoiding repetition, interestingness, making sense, fluency, 
listening, inquisitiveness, humanness, engagingness, 

(1) Avoiding Repetition: How repetitive was this user? 
◦ •Repeated themselves over and over •Sometimes said the same thing twice • Always 

said something new 

(3) Making sense: How often did this user say something which didn't make sense? 
◦ •Never made any sense •Most responses didn’t make sense •Some responses didn’t 

make sense •Everything made perfect sense 

(8) Engagingness: How much did you enjoy talking to this user?
◦ •Not at all •A little •Somewhat •A lot

Abigail See, Stephen Roller, Douwe Kiela, Jason Weston. 2019. What makes a good conversation? How controllable attributes affect human judgments. NAACL.



The ACUTE-EVAL 
method
Li et el., 2019

Figure from Li, M., Weston, J., and 

Roller, S. (2019). Acute-eval: 

Improved dialogue evaluation with 

optimized questions and multi-turn 

comparisons. NeurIPS19 Workshop 

on Conversational AI. 



Automatic evaluation is an open problem

Automatic evaluation methods (like the BLEU scores used for 
Machine Translation) are generally not used for chatbots. 

• They correlate poorly with human judgements.

One current research direction: Adversarial Evaluation

• Inspired by the Turing Test

• train a ``Turing-like'' classifier to distinguish between human 
responses and machine responses.

• The more successful a dialogue system is at fooling the evaluator, 
the better the system.



Task-based systems are evaluated by task success!

1. End-to-end evaluation (Task Success)

2. Slot Error Rate for a Sentence

# of inserted/deleted/substituted slots

# of total reference slots for sentence

“Make an appointment with Chris at 10:30 in Gates 104” Slot Filler

PERSON Chris

TIME 11:30 a.m.

ROOM Gates 104

Slot error rate: 1/3



More fine-grained metrics: User Satisfaction Survey

Walker, Marilyn, Candace Kamm, and Diane Litman. "Towards developing general models of 

usability with PARADISE." Natural Language Engineering 6, no. 3 & 4 (2000): 363-377.



Summary

• Natural Language Understanding

• Dialogue state tracker

• Dialogue policy

• Natural Language Generation

• Dan Jurafsky and James H. Martin, Speech and Language 
Processing (3rd ed. draft),
• Chapter 23: Chatbots and Dialogue Systems (slides May 2021)

• https://web.stanford.edu/~jurafsky/slp3/24.pdf

https://web.stanford.edu/~jurafsky/slp3/24.pdf

