
Chapter 15

Introduction to Unsupervised Learning

Introduction to unsupervised learning. Data visualization and feature selection.

15.1 Unsupervised Learning
Unsupervised learning, simply put, is the process of adjusting some model to the structure of the data
without relying on an error measure evaluated with reference to known labels. This does not mean the
data cannot have known labels. It is quite possible, and often useful, to use unsupervised learning with
labelled data. But, unlike supervised learning, the goal of unsupervised learning is simply to describe
aspects of the data — how it is distributed, relations between features and so forth — instead of trying
to predict some value that is known for the training set and which can be used to supervise learning. In
other words, the goal of unsupervised learning is to transform the data into some representation that
makes it easier to understand it or use it for some other purpose, like supervised learning. Figure 15.1
illustrates this process.

Figure 15.1: Diagram representing unsupervised learning.

Although, strictly speaking, data visualization by itself may not include unsupervised learning, as it
may not involve learning at all, it is a good starting point to understand the purpose of unsupervised
learning. So we shall begin with the problem of visualizing data with more than two dimensions.

15.2 Visualizing Data
We shall consider, as an example, the Iris dataset, first introduced by Fisher in 1936 1. Figure 15.2
shows examples of the three classes of flowers. Each flower is described by four features, the length
and width of sepals and petals.

1The dataset can be downloaded from the MIST repository: https://archive.ics.uci.edu/ml/datasets/
Iris
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Figure 15.2: The Iris data set contains values for sepal and petal lengths and widths for flowers of three
Iris species. Images CC BY-SA. Authors Setosa: Szczecinkowaty; Versicolor: Gordon, Robertson;
Virginica: Mayfield.

The problem is how to visualize this four-dimensional data, since we can only understand three
dimensions and, for practical purposes, two-dimensional representations are preferable. For this
purpose, we will use the Python Data Analysis (Pandas) library, since it includes many convenient
features for image visualization 2.

We begin by reading the .csv data file using the read_csv function from the Pandas library and
then plot the histograms of the features in a single figure. This is the file format:

1 SepalLength,SepalWidth,PetalLength,PetalWidth,Name

2 5.1,3.5,1.4,0.2,Iris-setosa

3 4.9,3.0,1.4,0.2,Iris-setosa

4 ...

5 5.1,2.5,3.0,1.1,Iris-versicolor

6 5.7,2.8,4.1,1.3,Iris-versicolor

7 ...

8 6.2,3.4,5.4,2.3,Iris-virginica

9 5.9,3.0,5.1,1.8,Iris-virginica

This is the code for creating the histogram.

1 from pandas import read_csv

2 import matplotlib.pyplot as plt

3
4 data = read_csv(’iris.data’)

5 data.plot(kind=’hist’, bins=15, alpha=0.5)

6 plt.savefig(’L15-stackedhist.png’, dpi=200,bbox_inches=’tight’)

7 plt.close()

Alternatively, instead of using the plot method of the class returned by the read_csv function to
plot the histogram of all features in the same chart, we can plot the different histograms separately by
using the hist method instead:

5 ...

6 data.hist(color=’k’, alpha=0.5, bins=15)

7 ...

The resulting images can be seen in Figure 15.3
2More information available on http://pandas.pydata.org/pandas-docs/stable/visualization.html

http://pandas.pydata.org/pandas-docs/stable/visualization.html
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Figure 15.3: Examples of histograms for the Iris dataset. On the left, histograms of the four features in
the same chart. On the right, separated in four charts.

Another way of visualizing the distribution of each feature is using a box plot. In this type of plot,
the box represents the range between the first and third quantiles (25% and 75%), a line represents the
median value and the “whiskers” are placed away from the first and third quantile values at a distance
equal to the difference between these two quantile values multiplied by a constant parameter, often 1.5.
We can do this with the Pandas library by using the kind=’box’ argument on the plot method. The
result is shown in Figure 15.4.

5 ...

6 data.plot(kind=’box’)

7 ...

Figure 15.4: Box plot of the four features for the Iris dataset.

While histograms and box plots are useful to represent the distribution of each isolated feature, they
give us no idea about how features correlate. One alternative plot to visualize correlations between
pairs of features is the scatter matrix plot. This is a two-dimensional array of plots representing the
histogram or kernel density estimation plot of each feature in the diagonal and scatter plots of each
feature as a function of another in the remaining plots. Figure 15.5 illustrates these plots for the four
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features in the Iris dataset. We can do this easily with the Pandas library sith the scatter_matrix
function:

1 from pandas import read_csv

2 import matplotlib.pyplot as plt

3 from pandas.plotting import scatter_matrix

4 data = read_csv(’iris.data’)

5 scatter_matrix(data.ix[:,[0,1,2,3]], alpha=0.5,figsize=(15,10), diagonal=’kde’)

6 plt.savefig(’L15-scatter.png’, dpi=200,bbox_inches=’tight’)

7 plt.close()

Figure 15.5: Scatter matrix plot examples, with histograms and Kernel Density Estimation in the
diagonals.

Another useful method for visualizing multidimensional data is the parallel coordinates plot, in
which features are represented as a set of parallel axes and each data point is represented as a set of line
segments intersecting the feature axes at the corresponding values for each feature. The code below
shows how we can do this to plot all the Iris data in single category by adding a new column, titled
’All’, in which all points have the value ’Iris’. Then we do the parallel_coordinates plot
using this new column as the category field.

1 from pandas import read_csv

2 from pandas.plotting import parallel_coordinates

3 import matplotlib.pyplot as plt

4 data = read_csv(’iris.data’)

5 all_data=data.ix[:,[0,1,2,3]]

6 all_data[’All’]=’Iris’

7 parallel_coordinates(all_data,’All’,color=’b’)

8 plt.savefig(’L15-parallel-all.png’, dpi=200,bbox_inches=’tight’)

9 plt.close()

Alternatively, we can plot the different categories in different colors by using the ’Name’ column
for the category and giving three color labels in the color argument of the parallel_coordinates
function. The result is shown in Figure 15.6.

1 ...

2 parallel_coordinates(data, ’Name’, color=(’r’,’g’,’b’))

3 ...
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Figure 15.6: Parallel coordinates plot. Each point is represented as a line crossing the feature axes at
the respective feature values. In the right panel, the lines are coloured by class.

A similar method is to use Andrew’s curves [3]. In this plotting method, each data point is converted
into a line resulting from the sum of trigonometric terms of different frequencies. Given a data point
~x = {x1, x2, x3, ...}, the resulting line is:

f~x(t) =
x1√
2
+ x2 sin(t) + x3 cos(t) + x4 sin(2t) + x5 cos(2t) + x6 sin(3t) + x7 cos(3t)...

The result is that different features contribute to different frequencies on the curve, and points with
similar features result in similar curves. With the Pandas library, these curves can be plotted using the
andrews_curves function:

1 from pandas import read_csv

2 import matplotlib.pyplot as plt

3 from pandas.plotting import andrews_curves

4 data = read_csv(’iris.data’)

5 andrews_curves(data, ’Name’, color=(’r’,’g’,’b’))

6 plt.savefig(’L15-andrews.png’, dpi=200,bbox_inches=’tight’)

7 plt.close()

The Radial Visualization (RADVIZ) method [13] represents each multidimensional data point as
a point in two dimensions, but places the points by spreading the feature axes radially and using the
value of each feature to “pull” the point in the corresponding direction. The position of the point
results from the outcome of all these “forces” pulling it in different directions. This way, points that
have a balanced distribution of values across the features tend to be in the middle of the plot, whereas
points that favour some feature over the others are pulled by that feature’s axis. This can be done with
the radviz function of the Pandas library. The Andrew’s curves and RADVIZ plots are shown in
Figure 15.7.

1 from pandas import read_csv

2 import matplotlib.pyplot as plt

3 from pandas.plotting import radviz

4 data = read_csv(’iris.data’)

5 radviz(data, ’Name’, color=(’r’,’g’,’b’))

6 plt.savefig(’L15-radviz.png’, dpi=200,bbox_inches=’tight’)

7 plt.close()
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Figure 15.7: Andrews curves and RADVIZ plot. Data coloured by class.

15.3 Feature Selection
In general, not all features are equally useful for learning and it may be beneficial to reduce the
dimensionality of the training set, both for supervised and unsupervised learning. There may be several
reasons for this. There may be too many features for the available data, leading to overfitting; some
features may be too noisy or uninformative; some features may be costly to measure and so forth. One
way of reducing the number of features is to discard all but the best. This is feature selection and
can be done by examining and discarding features before the learning process, or according to the
performance of the hypotheses learned or even as an integral part of the learning process. Discarding
features before beginning to train the learner is called filtering, an can be either univariate filtering if
the features are discarded by examining each feature individually or multivariate filtering if features
are examined jointly with other features.

Univariate filtering is easier to understand when we are dealing with labelled data and want to
prepare the data for supervised learning. In this case, we can select features by comparing each feature
with the data labels. One criterion for selecting features in this case can be the statistical independence
of each feature and the class, since features that are statistically independent from the class are not
useful for predicting the class. Statistical independence can by assessed by the χ2 (chi-squared) test,
a generic test that gives us the probability of obtaining some sample when drawing at random from
some distribution. If On are the observed frequencies and En the expected frequencies, the chi-squared
value is:

χ2 =
N∑
i=1

(Oi − Ei)
2

Ei

If we have a feature with K categorical values and a classification problem with C classes, we can
compute the observed number of cases where the feature has a value k in points with class c, Okc, and
the expected number Ekc assuming the feature and class are independent, which is obtained from the
fraction of value k and class c. In this case, the chi-squared value (for (K − 1)(C − 1) degrees of
freedom) is:

χ2 =
K∑
k=1

C∑
c=1

(Okc − Ekc)
2

Ekc

Using the chi-squared test we can eliminate those features that, having a low χ2 value, are closer to
being statistically independent of the class.
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Another statistical test for labelled data is the Analysis of Variance (ANOVA) F-test, which compares
the variance between groups with the variance within the groups. Again, this proportion has a known
probability distribution under the assumption that the variables are independent, and thus can be used to
find the likelihood of that assumption. If the F-test value is low, and thus the likelihood of independence
is high, we can reject the feature as uninformative. The code below shows how to use the ANOVA
F-test with Scikit-Learn library, on the Iris dataset:

1 from sklearn.feature_selection import f_classif

2 from sklearn import datasets

3
4 iris = datasets.load_iris()

5 X = iris.data

6 y = iris.target

7 f,prob = f_classif(X,y)

8 print f

9 print prob

The F-test values and respective probabilities indicate which features deviate the most from being
independent of the class (those with the smallest probability values). Figure 15.8 shows the scatter plot
of the two best features from the Iris dataset, according to the F-test, which are the two features with
the lowest F-test probabilities.

Figure 15.8: Scatter plot of the two best features (petal length and petal width) according to the ANOVA
F-Test.

These methods rely on labelled data, and determine the relevance of each feature for predicting
the labels. A feature is relevant if it correlates to the labels, and irrelevant if it is independent of the
labels, in which case we discard it. But we can also filter features according to their correlation to
other features, because a feature is redundant if it correlates to another features. This requires filtering
features by comparing them to each other, which is called multivariate fitering. In this approach, if
several features are strongly correlated one to the others, we can discard all but one of the set, since the
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information given by that one is nearly the same as that given by all other correlated features. Since
this can be applied both to labelled and unlabelled data sets, it can be more useful for unsupervised
learning.

Instead of filtering features prior to training, we can also use the performance of the trained
hypotheses to evaluate the adequacy of the set of features used. These are called wrapper methods
for feature selection, and consist of a scoring algorithm, typically the machine learning algorithm we
wish to use, and a search algorithm that runs the learning algorithm on subsets of all features to find
the best subset. For this we can use a deterministic wrapper that iterates through all possible subsets.
With sequential forward selection we start with the empty set and, at each iteration, loop through all
remaining features to find the best one to add to that set, according to the performance of our learning
algorithm. This is repeated until we reach the desired number of features or performance level. With
sequential backward elimination we do the search in the opposite direction, starting with all features
and removing, at each iteration, we eliminate one feature so that the performance of the classifier is
maximized.

Alternatively, we can also use a non-deterministic wrapper that searchs the subsets of features with
non-deterministic algorithms such as genetic algorithms or simulated annealing. The procedure is the
same, trying to maximize the performance with a limited number of features, but without the greedy
search of the deterministic wrapper methods.

Finally, some learning algorithms incorporate feature selection. This is called embedded feature
selection. Decision trees with a limited depth are an example of this kind of algorithm, since the
best features are used earlier in the tree and, by limiting the tree depth, less useful features end up
being ignored. Naïve Bayes with weighted features is another example. For example, features may
be weighted according to how much the conditional distribution of the feature values given a class
differs from the prior probability of the class, which indicates more relevant features [14]. Embedded
feature selection can also be done through regularization. For example, using L1 regularization, which
penalizes the sum of the absolute values of the parameters. This forces some parameters to be 0,
effectively ignoring the corresponding features. Logistic Regression in Scikit-Learn can be done with
L1 regularization.

15.4 Further Reading

1. Pandas library visualization tutorial: http://pandas.pydata.org/pandas-docs/stable/
visualization.html

2. Scikit-Learn feature selection tutorial: http://scikit-learn.org/stable/modules/feature_
selection.html

3. Alpaydin [2], Sections 6.2. and 6.9

4. A review of feature selection techniques in bioinformatics [19]

http://pandas.pydata.org/pandas-docs/stable/visualization.html
http://pandas.pydata.org/pandas-docs/stable/visualization.html
http://scikit-learn.org/stable/modules/feature_selection.html
http://scikit-learn.org/stable/modules/feature_selection.html
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