


Chapter 8

Multi-layer Perceptron

Perceptron. Multi-layer Perceptron. Backpropagation. Regularization in MLP.

8.1 Perceptron
Figure 8.1 shows a neuron cell. Neurons have a set of dendritic branches which can be stimulated by
other cells. If the stimulus passes a threshold, then the neuron fires an impulse over the axon, consisting
of a wave of membrane depolarization. This in turn leads to the release of neurotransmitters in the
synaptic terminals. The neuron provides the inspiration for the perceptron. Originally, the perceptron
model consisted of a linear combination of the inputs, plus a bias value, and a non-linear threshold
response function:

y =
d∑
j=1

wjxj + w0 s(y) =

{
1, y > 0

0, y ≤ 0

Figure 8.1: Neuron anatomy (BruceBlaus, CC-BY, source Wikipedia).
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Note that, as we did in the case of logistic regression, we can include this bias value in the product of
the inputs and the coefficients by adding a bias value of 1 to the input vector. The perceptron represents
a hyperplane that separates the inputs into two classes, 0 and 1. To train a perceptron, we present
labelled examples and adjust the weights according to the following rule:

wi = wi + ∆wi ∆wi = η(t− o)xi

where t is the target label of the example, o the output of the perceptron for that example, xi the input
value for feature i and wi the coefficient i of the perceptron. Since the output of the perceptron is
either 0 or 1, as is the target class of each example, the training rule consists essentially of adjusting
the weights of the perceptron for every example that is incorrectly classified. The problem with this
original formulation of the perceptron is that the response function is discontinuous. This may be
nearer to the biological features of the neuron but raises problems with the minimization of the error
functions. An alternative is to use a differentiable threshold function. One often used function is the
logistic function, also called the sigmoid function:

s(y) =
1

1 + e−y
=

1

1 + e−~wT ~x

There are other functions that can be used in this role, such as the hyperbolic tangent, for example.
However, here we will only focus on the familiar logistic function. Although this is strictly not the same
as the perceptron, in the original formulation, it is also common to call this variant a perceptron too.

8.2 A Single Neuron
Training a logistic response neuron can be done by minimizing the squared error between the response
of the perceptron and the target class. This is the idea behind the Brier score we saw in Chapter 5. So
we minimize the error function:

E =
1

2

N∑
j=1

(tj − sj)2

But we can do this in a way similar to the one used for the perceptron, by adjusting the weights of the
neuron in small steps as a function of the error at each example j, Et = 1

2
(tj − sj)2, where tj is the

class of example j and sj is the neuron’s response for example j. To do this, we need to compute the
derivative of the error as a function of the weights of the neuron in order to compute how to update the
neuron weights. Since the error is a function of the activation of the neuron for example j (sj), the
activation is a function of the weighted sum of the inputs (netj) and this is, in turn, a function of the
weights, we use the chain rule for the derivative of compositions of functions to obtain the gradient as
a function of each weight:

−δE
j

δw
= −δE

j

δsj
δsj

δnetj
δnetj

δw

where

st =
1

1 + e−netj
netj = w0 +

M∑
i=1

wixi
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Since
δnetj

δw
= x

δsj

δnetj
= sj(1 − sj)

δEj

δsj
= −(tj − sj)

We obtain the following update rule for the weight i of the neuron given example j:

∆wji = −ηδE
j

δwi
= η(tj − sj)sj(1 − sj)xji

Using this update function we descend the error surface in small steps in different directions according
to each example presented to the net. With examples presented in random order, this is a stochastic
gradient descent. Figure 8.2 illustrates this process of stochastically descending the error surface. The
process of updating the weights at each example is called online learning. An alternative training
schedule consists of summing the ∆wji updates for the whole training set (an epoch) and then updating
the weights with the total. This is called batch learning. These are examples of stochastic gradient
descent because they are ways of descending along the gradient of the error function along random
paths depending on the data.

Figure 8.2: Stochastic gradient descent with online training (left panel) and batch training (right panel).

With a single neuron it is possible to learn to classify any linearly separable set of classes. One
classical example is the OR function, as shown in Table ??.
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Table 8.1: The OR function

x1 x2 OR
0 0 0
0 1 1
1 0 1
1 1 1

Figure 8.3: Set of points from the OR function.

Figurer̃ef8-neuro-or shows the training error for one neuron being presented the four examples of
the OR function and the final classifier, separating the two classes. The frontier corresponds to the line
where the response of the neuron is 0.5.

Figure 8.4: Training error and final classifier for one neuron trained to separate the classes in the OR
function.

However, if the sets are not linearly separable, a single neuron cannot be trained to classify them
correctly. This is because the neuron defines a hyperplane separating the two classes. For example, the
exclusive or (XOR) function results in two classes that are not linearly separable, as Table 8.2 illustrates.
So, if we try to train a neuron to separate these classes there is no reduction in the training error nor
does the final classifier manage to separate the classes, as shown in Figure 8.6.
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Table 8.2: The XOR function

x1 x2 XOR
0 0 0
0 1 1
1 0 1
1 1 0

Figure 8.5: Set of points from the OR function.

Figure 8.6: Training error and final classifier for one neuron trained to separate the classes in the OR
function.

The solution for this problem is to add more neurons in sequence.

8.3 Multilayer Perceptron
The multilayer perceptron is a fully connected, feedforward neural network. This means that each
neuron of one layer receives as input the output of all neurons of the layer immediately before. Figure 8.7
shows two examples of multilayer perceptrons (MLP).

To update the coefficients of the output neurons, we derive the same update rule as for the single
neuron with the only difference that the input value is not the value of an example feature but rather the
value of the output of the neuron from the previous layer. Thus, the update rule for weightm of neuron
n in layer k is:



78 CHAPTER 8. MULTI-LAYER PERCEPTRON

Figure 8.7: Two examples of multilayer perceptrons. Both have a hidden layer. The left panel shows a
MLP with one output neuron, the right panel an MLP with two output neurons.

∆wjm,k,n = −η δE
j
k,n

δsjk,n

δsjk,n

δnetjk,n

δnetjk,n
δwm,k,n

= η(tj − sjk,n)sjk,n(1 − sjk,n)sji,n = ηδk,ns
j
k−1,n

Where sjk−1,n is the output from neuron n of layer k − 1.
For neurons in hidden layers, we need to backpropagate the error through the layers in front:

∆wjm,i,n = −η
(∑

p

δEj
k,p

δsjk,p

δsjk,p

δnetjk,p

δnetjk,p

δsji,n

)
δsji,n

δnetji,n

δnetji,n
δwm,i,n

= η(
∑
p

δkpwm,k,p)s
j
in(1 − sji,n)xji = ηδi,nx

j
i

The intuition for this is that the neuron in the hidden layer will contribute its output to several
neurons in the layer ahead. Thus, we need to sum the errors from the neurons of the front layer,
propagated through the respective coefficients of those front neurons.

This is the backpropagation algorithm:

• Present the example to the MLP and activate all neurons, propagating the activation forward
through the network.

• Compute the δn,k for each neuron n of layer k, starting from the output layer and then backpropa-
gating the error through to the first layer.

• With the δn,k values .

With this algorithm and the MLP architecture shown on the left panel of Figure 8.7, we can train
the network to classify the XOR function output. During training the two neurons on the hidden layer
learn to transform the training set so that their outputs result in a linearly separable set that the neuron
on the output layer can then separate.
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Figure 8.8: Training the MLP with one hidden layer for classifying the XOR function output. The first
panel shows the training error over 10 training runs. Note that, due to the stochastic initialization and
ordering of the examples presented, there are differences between different runs. The second panel
shows the resulting classifier, successfully separating the classes. The third panel shows the output of
the two neurons in the hidden layer of the network. This layer transforms the features of the training set
making it linearly separable.

This ability to recode the features can be used explicitly in autoassociator networks. These networks
are trained so that the output equals the input, while a hidden layer with a smaller number of neurons
re-encodes the data. Figure 8.9 shows an example, from Mitchell [18], showing a MLP with 8 inputs, 8
output neurons and 3 neurons on the hidden layer. By forcing the output neuron activated to correspond
to the input neuron set to 1, the hidden layer learns to recode the 8 possible values in combinations of
three 0,1 values.

Figure 8.9: Autoassociator example. The network, shown on the left, was trained with the 8 different
values consisting of one input set to 1 and the remainder set to 0, and forced to generate the same output.
The hidden neurons recode the input into different combinations of neuron activations.

8.4 Training the Multilayer Perceptron
To train the MLP it is important to start with small, random weights, close to 0. This is because the
sigmoidal activation functions saturate away from zero. It is also important to run the training process
several times, since the training is not always exactly the same. Normalizing or standardizing the inputs
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is also important, since input features at different scales will force the network to adjust weights at
different rates.

To train the network, we present all training examples in a random order. One pass through all
the training examples is one epoch. Then we repeat this process until the error converges or we detect
overfitting. We can detect overfitting using cross-validation. This is also a form of regularization in
training neural networks, as it allows us to stop training before the training error converges to a fixed
value and thus avoid overfitting. Figure 8.10 illustrates this method.

Figure 8.10: Validation (blue) and training error for five-fold cross-validation. Although training error
keeps decreasing, it is best to stop training at epoch 40 to prevent overfitting.

Another form of regularization is to decay the coefficient weights by a small amount at each iteration,
changing the update function to :

∆wj = −η δE
δwj

− λwj

8.5 Further Reading

1. Alpaydin [2], Chapter 11

2. Mitchell [18], Chapter 4

3. Marsland [17], Chapter 3

4. (Bishop [4], Chapter 5)
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