


Chapter 3

Overfitting in Linear Regression

Overfitting. Training, validation and testing.

3.1 Estimating the true error
We saw in the previous lecture that we could improve the fit of a curve to a set of points by increasing
the number of parameters. Figure 2.8 showed the difference between fitting the points with a third
degree polynomial and a polynomial of degree 15. However, it is apparent that the result is fitting
the known points by sacrificing the ability to correctly predict values not in the training set. This is a
common concern in supervised learning problems.

In general, in a regression problem, we want to find a function to predict the Y values of el-
ements of some universe U from their observable features X . The data is a labelled subset of U ,
{(x1, y1), ..., (xn, yn)}, from which we can try to infer a function to predict Y and on which we can
compute the training error, as we saw in the last lecture. However, the error we would like to minimise
is the expected error over any element of U , which is the true error, and not only the error measured in
our training set (the training error).

One way to estimate the expected error in predicting the y value of any element of U is to reserve
some elements of our data set specifically for this error estimate. These elements will not be used in
training. Thus, we split our data into two sets: the training set and the test set. We use the training set
to fit our function, minimizing the training error, and then the test set to estimate how our function
performs in predicting the values of examples outside the training set. Figure 3.1 shows an example of
fitting a fifth degree polynomial to 35 points in the data set (the training set, in blue) and then computing
the test error with the remaining 15 points (shown in red).

The difference between the test error and the training error is called the generalization error, and
is a measure of how well the learner can generalize from the training set to new examples.

It is important to note that the data set is split randomly between training and test sets. Depending
on this selection, different curves will result from fitting the training set, with different test error values.
Figure /ref3-diffsplits illustrates the result of a fifth degree polynomial fit to different subsets of the
same data set, using the remaining points to evaluate the test error.

The test error is an unbiased estimate of the true error, but it is randomly distributed around the
true error. This is because the true error is the average error for all the infinite possible data points
while the test error is the error measured on the sample of points we assigned to the test set. The test
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22 CHAPTER 3. OVERFITTING IN LINEAR REGRESSION

Figure 3.1: Training and test error example.

Figure 3.2: Fitting the same model to different training sets. The test error is indicated in the legend.

error is an unbiased estimator for the true error because, assuming the data set is a random sample of
U and the training and test sets are randomly generated, then the average of the measured test error,
over a large number of repetitions of the experiment, would tend towards the true error. However, a
single measure of the test error will not correspond exactly to the true error. It is actually a sample
from a probability distribution around the true error, like illustrated in Figure 3.3, because it depends
on the points that were randomly assigned to the test set.
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Figure 3.3: Probability distribution of the test error for different samples of the test set in the fifth
degree polynomial example.

3.2 Underfitting and Overfitting
If the model is unable to fit the training set, both the training and test errors tend to be high because no
hypothesis can be instantiated that accurately reflect the relation between the attributes and the value
to predict. This is called underfitting. In the case of underfitting, replacing the model with one more
capable of fitting the data will reduce both training and test errors. This is illustrated in Figure 3.4, as
we move from degree 1 to degree 5. However, improving the fit between the model and the training set
will eventually begin increasing the test error, even though the training error decreases. This is called
overfitting, which is due to the model adapting to details of the training set that do not generalize to the
universe from which the data was sampled. Higher degree polynomials have a lower training error but
a larger test error

We can plot the two errors as a function of the degree of the polynomial to see this effect more
clearly. Figure 3.5 illustrates this. The training error, in blue, decreases steadily as we increase the
degree of the polynomial, increasing its ability to fit the training set. However, the test error, in red,
only decreases until degrees 5 or 6. Afterwards, the models start overfitting, increasing the test error
and the generalization error, which is the difference between the test error and the training error.

3.3 Model Selection and Validation
As Figure 3.5 shows, not all models are equally adequate for finding the hypothesis that best allows us
to predict values in our universe U . But, using the estimate of the true error in each case, we can find
the model that performs best at this task. This procedure is called model selection: we use one set of
data, the training set, to fit each model. Then we use another set of data to estimate the true error of
each hypothesis resulting from fitting each model to the training set. We then select the hypothesis for
which this estimate for the true error is lowest. In this case, this would be the polynomial of degree 5
shown in the second panel of Figure 3.4.
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Figure 3.4: Different models fit to the same training set, evaluated with the same test set.

Figure 3.5: Plot of the training error (blue) and the test error (red) as a function of the degree of the
polynomial.

However, if we select the hypothesis with the lowest error from a set of error estimates, then this
error estimate is no longer an unbiased estimate of the true error. This is because we are selecting the
smallest value out of that set of measured errors (one for each model). We can understand this with
an analogy. If we choose people at random, some will be taller than average, others will be shorter
than average but the average of their height will tend towards the average height of the population.
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So, even though the height of people at random is not exactly the average height, it is an unbiased
estimator of the average height. This is what happens when we use the test error of one hypothesis to
estimate its true error. However, if we choose people at random in groups and then, from each group,
we always pick the shortest person, the average height of those shortest people from each group will no
tend towards the average height of the population.

Figure 3.6 compares the unbiased test error distribution, in blue, and the distribution of the smallest
error measured in groups of 10 (in red). So, if we use the error estimate to select the best model and
hypothesis, then we can no longer use that value as an unbiased estimate of the true error. It will tend
to underestimate the true error. This is why, for model selection using the error estimates, we need to
split our data set in three subsets. The training set, to fit each model, the validation set to obtain the
error estimates to select the best hypothesis, and then a test set to obtain a final, unbiased, estimate of
the true error. This test error can only be used for the final estimate.

Figure 3.6: The probability distribution of the test error (in blue) and the smallest of groups of 10 test
errors.

There are other methods of model selection, which we will see later on. In this lecture, the main
point is to note this difference between training, validation and testing. Training is the process of fitting
the model; validation allows us to choose an hypothesis and testing gives us an unbiased estimate of
the true error. To ensure that this final estimate is unbiased, the test set cannot be used at any stage to
train hypotheses or select models.

3.4 Regularization
Another approach to solve the overfitting problem is to change the learning algorithm to try to prevent
the model from adjusting too much to details that do not generalize. One way to do this with our
polynomial models is to use a high degree polynomial but add to the error function a penalty as a
function of the coefficient values:
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J(θ) =
n∑

t=1

[
yt − g(xt|θ)

]2
+ λ

m∑
j=1

θ2j

This example, a quadratic penalty function, is called ridge regression [12]. Figure 3.7 shows the
result of fitting a degree 15 polynomial with different values of the regularization weight λ.

Figure 3.7: Fitting a degree 15 polynomial with different values of λ for regularization. The legend
shows the λ, training error and test error.

3.5 Application Example
Figure 3.8 shows the plot of life expectancy versus per capita GDP for 180 countries in 20031.

In order to find the best model for this data, we will split it randomly into three sets. The training
set, consisting of half of the points (90 points), the validation set, with 45 points, and the test set, also
with 45 points. This is the code for loading and splitting the data:

1 def random_split(data,test_points):

2 """return two matrices splitting the data at random

3 """

4 ranks = np.arange(data.shape[0])

5 np.random.shuffle(ranks)

6 train = data[ranks>=test_points,:]

7 test = data[ranks<test_points,:]

8 return train,test

9
10 data = np.loadtxt(’life_exp.csv’,delimiter=’\t’)

11 scale=np.max(data,axis=0)

12 data=data/scale

13 train, temp = random_split(data, 90)

14 valid, test = random_split(temp, 45)

1http://www.indexmundi.com/g/correlation.aspx?v1=30&v2=67&y=2003&l=en

http://www.indexmundi.com/g/correlation.aspx?v1=30&v2=67&y=2003&l=en
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Figure 3.8: Life expectancy versus per capita GDP.

Note that we rescale the data values by dividing them all by the maximum for each column. These
maximum values are obtained with the np.max() function, specifying the argument axis=0 to indicate
that we want the maximum values computed in the first dimension (the rows). The division of a matrix
by a vector is broadcast on the last dimensions (which must match) and, in this case, will divide each
row of data by the values in scale. This rescaling is advisable because large magnitude differences
in values can cause instabilities in the polynomial regressions, especially at higher degrees. Now we
test different degree polynomials and keep the one with the lowest validation error.

1 def mean_square_error(data,coefs):

2 """Return mean squared error

3 X on first column, Y on second column

4 """

5 pred = np.polyval(coefs,data[:,0])

6 error = np.mean((data[:,1]-pred)**2)

7 return error

8
9 best_err = 10000000 # very large number

10 for degree in range(1,9):

11 coefs = np.polyfit(train[:,0],train[:,1],degree)

12 valid_error = mean_square_error(valid,coefs)

13 if valid_error < best_err:

14 best_err = valid_error

15 best_coef = coefs

16 best_degree = degree

17
18 test_error = mean_square_error(test,best_coef)

19 print best_degree,test_error

The result is shown in Figure 3.9, representing the different polynomials.
Once we select the best hypothesis (in this case, the best polynomial with degree 3, with a validation

error of 0.0150), we can estimate the true error for this hypothesis using the test set. Unlike the
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Figure 3.9: Evaluating different models. The training set is represented in blue, the validation set in
green and the test set in red. The legend shows the degree of each polynomial and the training and
validation errors.

validation error, the test error is an unbiased estimate of the true error because we are not using this
value to select any parameter or model. Note, however, that these estimates depend on the random
assignment of examples to training, validation and test, and the test error is an estimate of the true error.

Alternatively, we can use regularization with ridge regression. The sklearn library provides a
class Ridge (in the linear_model module) for ridge regression. This is a linear regression solver,
but since it is a multivariate regression solver we can expand our data set in order to obtain the same
result as a polynomial fit.

First we import the libraries and define the expand function to expand the data matrix to a polyno-
mial representation with the specified degree. Then we load the data, rescale the GDP values so they
fall into the range [0..1], split into the training, validation and test sets and expand to a polynomial
representation of degree 10. In this way, each of our points will have 10 features instead of one.

1 import numpy as np

2 from sklearn.linear_model import Ridge

3
4 def expand(data,degree):

5 """expands the data to a polynomial of specified degree"""

6 expanded = np.zeros((data.shape[0],degree+1))

7 expanded[:,0]=data[:,0]

8 expanded[:,-1]=data[:,-1]

9 for power in range(2,degree+1):

10 expanded[:,power-1]=data[:,0]**power

11 return expanded

12
13 orig_data = np.loadtxt(’life_exp.csv’,delimiter=’\t’)

14 scale=np.max(orig_data, axis=0)

15 orig_data=orig_data/scale

16 data = expand(orig_data,10)

17 train, temp = random_split(data, 90)
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18 valid, test = random_split(temp, 45)

The reason for rescaling is to avoid having numbers of very different orders of magnitude, because
we are going to go up to the original values raised to a power of 10. This would cause instabilities in
the numeric solver.

Now we try different values of the λ constant (which in the ridge regression algorithm is actually
designated as α and called alpha in the Ridge class parameters). We use the np.linspace()

function to give us a set of evenly spaced values between the minimum and maximum values given. By
default, this function returns an array of 50 values, so that is the number of λ values we will try.

1 lambs = np.linspace(0.01,0.2)

2
3 best_err = 100000

4 for lamb in lambs:

5 solver = Ridge(alpha = lamb, solver=’cholesky’,tol=0.00001)

6 solver.fit(train[:,:-1],train[:,-1])

7 ys = solver.predict(valid[:,:-1])

8 valid_err = np.mean((ys-valid[:,-1])**2)

9 if valid_err < best_err:

10 # keep the best

If we plot the validation error as a function of the λ constant, we get something like what is shown
in Figure 3.10. For more information on the Ridge class, consult the Scikit-learn documentation2.

Figure 3.10: Plot of the validation error as a function of the λ constant.

3.6 Summary
The hypothesis that best predicts the target value given the feature vectors of examples from some
universe of data is not necessarily the hypothesis that best fits the training set. As we improve the fit,

2 http://scikit-learn.org/stable/modules/linear_model.html

http://scikit-learn.org/stable/modules/linear_model.html
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Figure 3.11: Plot of the best line found with the ridge regression. The training set is represented in
blue, the validation set in green and the test set in red.

we run into the overfitting problem. To solve this, we saw that we can fit our models with a training set
and use a validation set to select the hypothesis that minimizes the error estimated with the validation
set. However, when we select an hypothesis based on the estimated error, this error estimate will no
longer be unbiased, since it influenced our choice. To obtain a better estimate of the true error, we
retain a test set that we only use for this final estimate.

Later in this course we will revisit model selection and explore more sophisticated and reliable
ways of selecting the best model. The examples given in this chapter are meant only to illustrate the
fundamental aspects of the overfitting problem and how to solve it.

3.7 Further Reading

1. Bishop [4], Section 3.1

2. Alpaydin [2], Section 2.6 through 2.8
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